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Abstract

Chen [4] confirmed the Johnson-Holroyd-Stahl conjecture that the circular
chromatic number of a Kneser graph is equal to its chromatic number. A shorter
proof of this result was given by Chang, Liu, and Zhu [3]. Both proofs were based
on Fan’s lemma [5] in algebraic topology. In this article we give a further simpli-
fied proof of this result. Moreover, by specializing a constructive proof of Fan’s
lemma by Prescott and Su [19], our proof is self-contained and combinatorial.

1 Introduction

Let GG be a graph and t a positive integer. A proper t-coloring of GG is a mapping that

assigns to each vertex a color from a set of ¢ colors such that adjacent vertices must
receive different colors. The chromatic number of G denoted as x(G) is the smallest ¢
of such a coloring admitted by G. Let n > 2k be positive integers. The Kneser graph

KG(n, k) has the vertex set ([Z]) of all k-subsets of [n] = {1,2,3,...,n}, where two
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vertices A and B are adjacent if AN B = (). Figure 1 shows an example of KG(5,2)
with a proper 3-coloring.

1, 3} {2, 5}

Figure 1: A proper 3-coloring of KG(5,2) (also known as Petersen graph).

Lovasz [15] in 1978 confirmed the Kneser conjecture [11] that the chromatic number
of KG(n,k) is equal to n — 2k + 2. Lovasz’s proof applied topological methods to
a combinatorial problem. Since then, algebraic topology has became an important
tool in combinatorics. In particular, various alternative proofs (cf. [2, 7, 17]) and
generalizations (cf. [1, 12, 13, 16, 20, 21]) of the Lovasz-Kneser theorem have been
developed. Most of these proofs utilized methods or results in algebraic topology,
mainly the Borsuk-Ulam theorem and its extensions.

Theorem 1. (Lovasz-Kneser Theorem [15]) For any n > 2k,
X(KG(n, k) =n — 2k + 2.

In 2004, Matousek [17] gave a self-contained combinatorial proof for the Lovész-
Kneser Theorem by utilizing the Tucker Lemma [23] together with a specialized con-
structive proof for the Tucker Lemma by Freund and Todd [6]. Later on, Ziegler [27]
gave combinatorial proofs for various generalizations of the Lovasz-Kneser Theorem.

For positive integers p > 2q, a (p, q)-coloring for a graph G is a mapping f : V(G) —
{0,1,2,...,p — 1} such that |f(u) — f(v)|, = ¢ holds for adjacent vertices u and v,
where |z|, = min{|z|,p— |z|}. The circular chromatic number of G, denoted by x.(G),
is the infimum p/q of a (p, g)-coloring admitted by G. It is known (cf. [24, 25]) that
Xc(G) is rational if GG is finite, and the following hold for every graph G:

X(G) =1 < xe(G) < x(G). (1.1)



Thus the circular chromatic number is a refinement of the chromatic number for a
graph. The circular chromatic number reveals more information about the structure
of a graph than the chromatic number does. Families of graphs for which the equality
Xc(G) = x(G) holds possess special structure properties and they have been broadly
studied (cf. [24, 25]). Kneser graphs turned out to be an example among those widely
studied families of graphs.

Johnson, Holroyd, and Stahl [10] conjectured that x.(KG(n,k)) = x(KG(n,k)).
This conjecture has received much attention. The cases for £k = 2, and n = 2k + 2 was
confirmed in [10]. By a combinatorial method, Hajiabolhassan and Zhu [9] proved that
for a fixed k, the conjecture holds for sufficiently large n. Using topological approaches,
Meunier [18] and Simonyi and Tardos [22] confirmed independently the case when n is
even. Indeed, all these results were proved true [9, 14, 18, 22] for the Schrijver graph
SG(n, k), a subgraph of KG(n, k) induced by the k-subsets of [n] that do not contain
adjacent numbers modulo n. On the other hand, it was shown by Simonyi and Tardos
[22] that for any € > 0, there exists > 0 such that if n is odd and n — 2k < 0k,
then x.(SG(n, k)) < x(SG(n, k)) — 1+ €. Hence the Johnson-Holroyd-Stahl conjecture
cannot be extended to Schrijver graphs.

In 2011, Chen [4] confirmed the Johnson-Holroyd-Stahl conjecture. A simplified
proof for this result was given by Chang, Liu, and Zhu [3]|. At the center of both proofs
is the following:

Lemma 2. (Alternative Kneser Coloring Lemma [4, 3]) Suppose ¢ : ([Z]) —
[n — 2k + 2] is a proper coloring of KG(n, k). Then [n]| can be partitioned into three
subsets, [n] = SUT U{a,aq,...,an—okt2}, where |S| =|T| =k—1, and c¢(SU{a;}) =
c(TU{a;}) =i fori=1,2,...,n—2k+2.

Let ¢ be a proper (n — 2k + 2)-coloring of KG(n, k). The Lovasz-Kneser Theorem is
equivalent to saying that every color class in ¢ is non-empty. Lemma 2 strengthens this
result by revealing the exquisite structure of a Kneser graph induced by an optimal
coloring. For instance, the proper 3-coloring in Figure 1 has a; = ¢ for i = 1,2, 3,
S = {4}, and T = {5}. By Lemma 2, the subgraph of KG(n,k) induced by the
vertices S U {a;} and T U {a;}, 1 < i < n — 2k + 2, is a fully colored (i.e. uses all
colors) complete bipartite graph K, _okt2n—2k+2 minus a perfect matching. Moreover,
the closed neighborhood for each vertex in this subgraph is fully colored.

It is known (cf. [8]) that this fact easily implies that x.(KG(n, k)) = x(KG(n, k)).
For completeness, we include a proof of this implication.

Theorem 3. [4, 3] For positive integers n = 2k, x.(KG(n,k)) =n — 2k + 2.

Proof. Assume to the contrary that x.(KG(n, k)) = p/q where ged(p, q) = 1 and ¢ > 2.
Let d =n — 2k + 2. By (1.1), it must be (d — 1)qg < p < dq. Let f be a (p, q)-coloring
for KG(n, k). The function ¢ defined on ([Z]) by ¢(v) = | f(v)/q] is a proper coloring
of KG(n, k) using colors in {0,1,2,...,d — 1}.



By Lemma 2, there is a partition [n] = S UT U {ag,a1,...,a,—2k+1} such that
c(SU{a;}) = c(TU{a;}) =i for 0 <i<n—2k+1. Denote S; = SU{a;} and
T, =TU{a;} fori=0,1,...,d — 1. By the definition of ¢, we obtain

iq < £(S:), f(T3) < min{(i + 1), p}, for i =0,1,2,....d— L.

Assume f(Sy) > f(Tp) (the other case can be proved similarly). Then f(7}) >
f(So) +q and f(S2) = f(T1) + q, implying f(S2) = f(So) + 2¢. Continue this process
until the last term. If d is even, we obtain f(Ty—1) > f(So) + (d —1)q. Because Sy and
Tu—1 are adjacent, so |f(So) — f(Tu-1)|, = ¢. This implies that p— f(Tu—1) + f(So0) = q.
Hence, p > dg, a contradiction.

If d is odd, we obtain f(Sq—1) = f(So) + (d — 1)q. Because Ty and Sy are
adjacent, so |f(To) — f(Sa-1)|p = ¢. This implies that p — f(S4-1) + f(To) = gq. Since
f(So) = f(Tp), so p = dq, a contradiction. Thus Theorem 3 follows. O

Both proofs of Lemma 2 in [4, 3] utilized Fan’s lemma [5] applied to the boundary
of the barycentric subdivision of n-cubes. The aim of this article is to present a proof
for Lemma 2, which on one hand is a self-contained combinatorial proof, and on the
other hand, further simplifies the proof presented in [3].

Our proof of Lemma 2, presented in the next two sections, is established by modi-
fying a constructive proof for Fan’s lemma given by Prescott and Su [19] to the desired
special case, together with the labeling scheme used in [3]. The proof for the labeling
scheme is further simplified and more straightforward than the one in [3]. In addition,
our modification of the constructive proof in [19] corrects a minor error occurred in
that paper.

2 Labeling of {0,1, —1}-vectors

We present a proof of the Fan’s lemma [5] applied to the boundary of the first barycen-
tric subdivision of the n-cubes. The proof is by modifying and specializing the con-
structive proof of Fan’s lemma given by Prescott and Su [19].

Let n be a positive integer and F" = {0,1, —1}"\ {(0,0,...,0)} be the family of
vectors A = (aq, as, ..., a,), where each a; € {0,1, -1}, and a; # 0 for at least one j.
A vector A € F" can also be expressed as A = (A1, A™) where AT = {i: a; = 1} and
A ={i:a; = —1}. Let |A| = |AT| 4+ |A~|. Notice that AT N A~ =), and |A| > 1.
For A= (AT,A7),B= (B",B7) € F", we write A < Bif At C BT and A~ C B™.
If A< B but A# B, then A < B.

Let n,m be positive integers. Let A be an m-labeling (mapping) from F™ to
{£1,£2, ..., £m}. We say X\ is anti-podal if \(—X) = —A\(X) for all X € F". Two
vectors X, Y € F" form a complementary pairif X <Y and A(X) + A(Y) = 0. In the



following, we assume that A is an anti-podal labeling of F™ without complementary
pairs.

A non-empty subset o of F™ is called a simplex if the vectors in o can be ordered
as A1 < A < -+ < Ag. Since |Ay4| < n, if 0 is a simplex, then 1 < |o| < n. Figure 2
shows an example of F3.

Topologically, each vector A € F" is a point on the boundary of the n-dimensional
cube (with a; be the ith coordinate of the point), and a simplex o defined above is
the convex hull of the points in o. Although our proof does not use the topological
meaning of this concept, this topological background can be helpful in understanding
the arguments.

(-1,-1,1) (—1,0,1) (-1,1,1)

(0,—1,1

(1,-1,1)
1

(1,—1,0)

= ({1},{2})

3

(1,—1,=1

= ({1},{2,3})

Figure 2: Vertices and points in F3, where each triangle is a simplex of three vertices.
The boxed numbers (labels) show an example of a positive alternating simplex o : A; <
Ay < Az, where Ay = (1,0,0), Ay = (1,—-1,0), A3 = (1,—1,—1), and A\(o) = {1, -2, 3}.

A simplex o = A; < Ay < --- < Ay is alternating with respect to A if the set A(o) =
{IN(AL), M(Az), ..., M(Ag)} of labels can be expressed either as {k;, —ko, k3, ..., (=1)tky}
or as {—ky, ko, —ks, ..., (=1)%g4}, where 1 < ki < ky < --- < kg < m. In the former
case, sign(o) = 1 and o is positive alternating; in the latter case, sign(c) = —1 and o
is negative alternating.

A simplex o is almost-alternating if it is not alternating, but the deletion of some
element from o results in an alternating simplex. Since there are no complementary
pairs, every almost-alternating simplex contains exactly two elements such that the
deletion of each of them from o results in an alternating simplex. Moreover, both



resulting alternating simplexes are of the same sign. This common sign is defined as
sign(o).

The mazimum non-zero index of a simplex, 0 = A; < --- < Ay, ismax(o) = max{i :
the i-th term of Ay is non-zero}. Denote (o) as the (max(c))-th term of Ay An
alternating or almost-alternating simplex o is agreeable if f(o) = sign(o).

Lemma 4. [5] Assume X\ : F" — {£1,£2,...,+m} is an anti-podal labeling without
complementary pairs. Then there exist an odd number of positive alternating simplexes
of size n. Consequently, m > n.

Figure 3 shows examples of Lemma 4 for n =m = 2.

1 —2 —1 1 —2 1
N (b)

2 —2 —2 2

1 2 —1 —1 2 —1

Figure 3: There are 8 vectors (points) in F2. In each (a) and (b), the numbers on
the vectors form an anti-podal 2-labeling without complementary pairs. In (a) there is
only one positive alternating simplex of size 2, namely uv, while in (b) there are three
such simplexes.

Proof. Define a graph G with the following three types of simplexes o as vertices.
Type I: max(o) = |o| + 1, and o is agreeable alternating.
Type II: max(o) = |o|, and o is agreeable almost-alternating.
Type III: max(c) = |o|, and o is alternating.

Two vertices ¢ and 7 are adjacent in G if all the following conditions are satisfied:
() ocT, |of=|r]-1,
(2) o is alternating,
(3) B(7) = sign(o), and
(4) max(1) = |7|.

Claim 1. All vertices in G have degree 2, except that Type III vertices with |o| = 1
or n have degree 1.

Proof. Let o be a Type I vertex with max(c) = || + 1 = d. By Conditions (1) and
(4), a neighbor 7 of ¢ must be a vertex of Type II or III and have max(7) = |7| = d.



Since |o| + 1 = max(0), there exists a unique index 1 < j < d such that the elements
of o can be expressed as Ay < --- < A;_1 < Ajp1 <--- < Ag, where |A;| =i for all .

If 1 < j < d, then there exist two indices 1 < t,7 < d such that the t-th and the
r-th terms are non-zero in A;1; (denoted by a; and a,, respectively), but zero in A;_4
(or Aj_; does not exist in case j = 1). Let 3 = 0 U A; and 7p = o U A%, where A; (or
A’ respectively) is obtained by replacing the t-th (or r-th, respectively) term of A;yy
by 0. Since o is agreeable alternating and there are no complementary pairs, each of
71 and 7 is a Type II or III vertex, and they are the only neighbors of ¢ in G.

If j=d, theno = Ay <--- < Ay_1, and |A;| = i. Since max(c) = d, there exists a
unique index 1 < ¢t < d such that the ¢-th term of all elements of o is 0. Hence, the only
two neighbors of o are 7: A} < -+ < Ayg_1 < Ay, where Ay is either (Aj_1 u{t}, A, )
or (A} |, A7 U{t}). Similar to the above discussion, each 7 is a Type II or III vertex.

Let o be a Type II vertex. By (1) and (2), its neighbors 7 must be alternating
simplexes obtained from ¢ by deleting one element. Since o is almost-alternating, there
are exactly two elements such that the deletion of each from o results in an alternating
simplex. Since o is agreeable, each of these two resulted alternating simplexes 7 is
either a vertex of Type I (if max(7) = max(o)) or a vertex of Type III (if max(7r) =
max (o) — 1). Both are neighbors of o.

Let o be a Type III vertex. By (1), a neighbor 7 of ¢ has || = |o| £ 1. Of course,
if |o| = 1, then no neighbor 7 of ¢ has |7| = |o| — 1; if |¢| = n, then no neighbor 7 of
o has |7| = |o| + 1. Now we show that if |o| > 2 (respectively, |o| < n — 1) then ¢ has
exactly one neighbor 7 with |7| = |o| — 1 (respectively, with |7| = |o| + 1).

Assume |o| > 2. If 0 is agreeable, then delete the element of o with the maximum
absolute label in A\(0). If o is not agreeable, then delete the element with the minimum
absolute label in A\(¢). For each of the two cases, if the resulted simplex 7 has max(7) =
max(c), then 7 is agreeable (since o is agreeable) so it is a vertex of Type 1. If 7 has
max(7) = max(c) — 1, then 7 is a vertex of Type III. In both cases, 7 is a neighbor of
o. By (2) and (3), the deletion of any other element from ¢ is not a neighbor of o.

Now consider |o| < n — 1. Denote 0 = A} < Ay < ... < Ay, where d < n — 1 and
Ag = (a1,...,a4,0,...,0). Let Agy1 = (aq,...,aq, sign(o),0,...,0). Then 7 = A; <
cor < Ag < Agy is a vertex of Type II or 111, and is a neighbor of . By (3) and (4),
7 is the only neighbor of ¢ with an additional element.

In conclusion, each Type III vertex has degree 2 if 2 < d < n — 1, and degree 1 if
d = 1,n. This completes the proof of Claim 1. O

By Claim 1, GG is a union of disjoint paths and cycles. The vertices of degree 1 are
{(1,0,...,0)}, {(—=1,0,...,0)}, and all alternating simplexes of size n. For each path

P = (01,09,...,0¢) in G, its negation —P = (—o0y1,—09,...,—0y) is also a path in G.
Here —o; is the set obtained from o; by negating each of its elements. Observe that
P # —P, for otherwise, we must have o, = —01, 0y_1 = —09, and eventually we get

either o0; = —o; or 0,41 = —o;. Both are impossible. Hence the paths in G come in



pairs, resulting in an even number of paths in G. So G has 4r vertices of degree 1, for
some r > 1. Thus there are 4r — 2 alternating simplexes of size n. Observe that if
o is a positive alternating simplex, then —o is a negative alternating simplex. Hence
there are 2r — 1 positive alternating simplexes of size n. This completes the proof for
Lemma 4. 0

Note that without Condition (4) in the above proof, Claim 1 does not hold. How-
ever, this condition was missing in the proof presented in [19], but was added in [26].

3 Proof of Lemma 2

We prove Lemma 2 by the same labeling used in [3]. However, the argument is further
simplified. Let ¢ be a proper (n — 2k 4 2)-coloring of KG(n, k) using colors from the
set {2k —1,2k,...,n}. For a subset A of [n] with |A| > k, let

c(A) =max{c(U): U C A, |U| = k}.

Let < be an arbitrary linear ordering of 2" such that if | X| < |Y], then X < Y. Let
A be a labeling from F”" to {£1,£2,...,+n} defined by:

|Al, if |[A] <2k —2and A~ < AT;
—| A, if |A| <2k —2and AT < A7
c(AT), if|A| =2k —1and A~ < AT
—c(A7), if|A| =2k —1and AT < A™.

AA) =

Notice that if |[A] > 2k — 1, then |AT| > k or |A~| > k. Hence, \ is well-defined.
Apparently, A is anti-podal. Suppose there exists a complementary pair X <Y with
AMX) = =A(Y). That is, X = (X7, X7) and Y = (Y,Y "), where X* C YT,
X~ C Y™, and it is not the case that Xt = YT and X~ =Y. As X <Y, so
| X| < |Y]. Assume A(X) > 0. (The other case is similar.) By definition of A, it must
be |X|,|Y| > 2k — 1. Therefore, there exist A, B C [n]| such that |A| = |B| = k,
ACXT CY*' BCY, and ¢(A) = ¢(B), which is impossible as AN B = ) (since
Y*NY~ =0). Thus there are no complementary pairs. By Lemma 4, there are an
odd number of positive alternating simplexes of size n.

Claim 2. Assume 0 : X; < Xy < --- < X, is a positive alternating simplex with
respect to A\. Then | X, ,| = |X,,_,] = k — 1, and [n] can be partitioned as [n] =
X5 s UXo »U{agk-1,a,...,a,}, where

c()(;;_2 U{agk—1, a2k+1,---,a;}) = 7, ifj is odd;
c(Xgp_o U{aok, agkto, - .., a;}) =7, if 7 is even.



Proof. By assumption, A\(o) = {1,-2,...,(=1)""'n}. So, |X;| =i for 1 <i < n. By
definition of A\, A\(X;) = (=1)"! z' for <i < 2]{: 2, | XS ol = | X5 o] = k: 1, and
AM{Xok-1,.. ., Xn}) ={2k—1,— . ( )" 1n}.

Let ¢ = [=%42] and ¢ = L" 2k 2|. The set \({Xax_1,...,X,}) consists of ¢
positive labels and ¢ negative labels By the definition of A, if A\(X;) is positive
(respectively, negative), X; is obtained from X; ; by adding one element to X",
(respectively, to X, ;). Thus when i changes from 2k — 1 to n, the sets X, (re-
spectively, X; ) changed ¢ times (respectively, ¢’ times), each time a new element
is added. Since the positive (respectively, negative) labels in A\({Xox_1,..., X, }) are
{2k—1,2k+1,...,2(k+q—1)—1} (vespectively, {—2k, —(2k+2),...,—(2(k+¢'—1))}),
by the monotonicity of ¢, each time when a new element is added to X;" (or X, re-
spectively), the value of ¢(X;") (or ¢(X;")) increases by 2. Therefore {2k —1,2k, ..., n}
is partitioned into I = {j1 < jo < ... <jpand I'={j; <jh < ... < jq} such that
MXj) =cX))=2k—-2+2t -1 and AXj) = —c(X;) = —(21{: — 2 + 2t). Moreover
X is obtained from X;;l by adding one element, and X is obtained from X, by

Jt
adding one element. So Claim 2 follows. O

Let T be the family of vectors X with |[X*| = |X~| = k — 1. By Claim 2, each
positive alternating simplex of size n contains exactly one element in I'. For W € T,
let (W, A) be the number of positive alternating simplexes of size n with respect to
A, containing W as an element. By Lemma 4, ¥ xcra(X, A) is odd. Hence there exists
Z € T" such that a(Z, \) is odd. Let 0 : X7 < X3 < --- < X, be a positive alternating
simplex with respect to \, where Z = Xop 5. Let Z = (Z1,Z7) = (S, T).

Define N : F* — {+1,4+2,...,£tn} by

, ANX), X €e{Z -2}
AX) = { AX),  otherwise.

Similar to A, \ is also anti-podal without complementary pairs. Moreover, Claim 2
holds for . By Lemma 4, Y¥xcra(X,\) is odd. Since a(X,\) = a(X, ) for X €
'\{Z,-Z},s0 a(Z,\) +a(—=Z,\) = a(Z,N)+a(—=Z,\) (mod 2). Because \(—Z2) =
2k — 2 = N(Z), we get a(—Z,\) = a(Z,N) =0, implying a(—Z,\) = a(Z,\) = 1
(mod 2). Hence, there exists a positive alternating simplex 7 : Y] < --- < Y, with
respect to X', where Yoo = —Z = (T, 5). Apply Claim 2 to o and 7, we obtain for
2k —1 <@ < ne

C(S U {agk_l, A2k+-1y+ - -y al}) = C(T U {bgk_l, bgk+1, ey bz}) = 'é, for odd 'é;
(T U{aok, asgra, - - - a;}) = c(S U {bag, bogto, ..., b;}) =1, for even 1,

where {agk_1, ask,...,an} = {bok—1,b2k,...,bn} = [n]\ (SUT).
To complete the proof for Lemma 2, it remains to show: For any index 2k —1 <7 <

n, it holds that a; = b; and ¢(S U {a;}) = ¢(T' U {a;}) = i. We verify this by induction
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on i. Assume i =2k — 1. As c(SU{agk—1}) = c(T U {bok-1}) =2k —1, s0 SU {agk_1}
and T'U{bor_1} are not adjacent, implying asr—1 = bog—1. Similarly, it holds for i = 2k.

Assume i > 2k + 1 and the result holds for j < 4. If 7 is odd, as SU{a;} is adjacent
to T'U {a;} for all 2k — 1 < j < 4, it follows that ¢(S U {a;}) # c¢(T'U{q;}) = j
for 2k — 1 < j < ¢. Thus, ¢(SU{a;}) = i, as ¢(S U {a;}) < i. Similarly, we get
c(T'U{b;}) =i. Hence, SU {a;} and T'U {b;} are not adjacent, implying a; = b;. The
case for even ¢ is obtained similarly. This completes the proof for Lemma 2. O

Note that according to (1.1), Theorem 3 implies the Lovasz-Kneser Theorem. More-
over, Lovasz-Kneser Theorem can be derived directly from Lemma 4. Assume to the
contrary, x (KG(n, k)) < n—2k+1. Let ¢ be a proper coloring for KG(n, k) using colors
from {2k — 1,2k, ... ,n — 1}. Let A be the same labeling defined in our proof, except
in this case A is from F" to {£1,4+2,...,£(n — 1)}, instead of to {£1,+2,..., £n}.
By the same argument, \ is anti-podal without complementary pairs, contradicting
Lemma 4 (asn — 1 < n).

Acknowledgment. The authors would like to thank the two anonymous referees for
their suggestions, which resulted in better presentation of this article.
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