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• I made an email list P9C

Using your calstalela
email .

I'll use that to mass
email

the class .

If you use
a
different email,

let me
know and I 'll add

it to the
list .

•TestingwiHbedenethrouÉ
canvas .

There will
be no

class on test day .

The test
will appear

on
canvas

at say
6am and will

stay

there until noon
on
the following

day .
[Ex : Mon

6am - Tues
noon]

Within that
you pick

the

time window
[prob 2hr

or
s]

You take
the test . Canvas

will time you .

Upload a scan
of solutions .



Def: A field F is a set with Pak
two binary operations denoted by

+

and •

,
such that

the following are true .

④ For every a)
be F ,

there exist

unique elements
at b and a. b in F.

⑤ For every
a,b , CEF

we
have

atb-Y-aatlbi-I-b-a.cca. b
= b. a a. (b. c) =(a. b)

• C
= a. b + a.

c

↳ + c) •

4¥:i¥÷)l"p%¥F b. a +
c. a

⑤ There exists
elements (dpi¥2¥)

0 and
1 in F where

atO=Ota=a
and a. 1=1

. a=a

for all
a in F.

④ For every
a c- F there

exists

DEF where
at D= dta

= 0
.

④ For every
a c- F with

a -1-0,

there
exists FEF

where

a. f- = f. a = 1



Hwi 0,1 , d , f from pg↳
1--30/1=401 are unique .

We call
0 the additive

identity of
F

.

We call
1 the multiplicative

iy
of F.

We
denoted in

as
- a

and call
it the additive

inve-seof-a.vedenote f-
in ⑤ as a-

'

and call
it the multiplicative

inreiseofa



EII F- = IR the set of pay
real numbers is a field .

€•"IiÉz¥→
"

P ✗ multiplicative

i¥ identity
a=E , - a

=
-I ( adf.li?Tase)

( multiplicative)inverse

a=*¥¥g,o±'¥"}E==ÉÉb=}
[ration tubers]

is a
field .

a=
-¥ , - a=Iz ,

a-
'

= -7-3



EI: PL

F=¢={ ✗ + iy / × , y c- IR}
= { 1=1 1- Oi , 0=01

-Oi
,

E- Itoi , Hi , .
. . }

[ i:-D

Qisafi
[-34594550,446-0]
E If p is a prime , then

Zp = { J ,
T
,
I . . , p-T}

is a field
. [Zp is called

the integers modulo P .]

[We won't use Xp
in this
class ]



Def Let F be a field .

A vector over
F is a set

¥

V with two
operations .

The first

operation
is addition

which takes

two elements
V1
,
V2 EV

and

produces a unique
element Vitvz

EV
.

The second
operation is called

scalar multiplication ,
which takes

one element a
c- F and one

element VEV
and produces

a

Unique
element av

c- V.

Y-couldwari.TO
The set

V is sometimes called
the

set of
" vectors

" and F is[sometimes called the " scalars]
The following

properties must
hold :

④ For all V , ,VzEV we have

V
,
+ V2 = Vztv ,

. Commutative]property



④ For every V1
, V2 , V3 EV we PIL

have V
,
1- ( Vzt V3 ) = ( V. 1- Vz ) 1- V3

[associative property ]

⑧ There exists
an
element 0→

in V where ① + W=Wto→=W

for all
WE V.

④ For every
well there

exists ZEV
with

wt 2-
= Ztw

=
O→

④ For each
WEV we

have

1W = w
[Here 1

is from
F]

④ For every
a.
BEF and

WE V we
have

cab)w=
a ( bw)



④ For all AEF PGL
and Vi

,
V2 C- V we

have

a ( Vitra ) = av ,
talk

⑧ For all a. be F and
well

we
have ( at b) w

= awtbw

⇒
Notes Later

we will
show that

I from ⑧
and the

2- from

④ are unique
.

8 is called
the zero

in V

z is
called

the addiiveinverse

of w and will
be written

-z=- w .
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F=lR , PL
V=1R

-
= { ( x , y ) / x , y EIR}

Then V= IRZ is a
vector space

over F=lR .

Where

(a) b) + (x,y )
= ( atx ,btya_VaddtE@xCx.y

) = ( xx ,
✗ y ) o-sm%F1icati.TL

✗=alph@Vect=µzscakus/feld_\
¥7541)F.EE/RExamp1e:(5,-1)t(2,7/--(7,6)#

3 (5 , - 1) = ( 15,
- 3)



FI: Let F be a field
. PL

Let

✓ = Fn={(Xilz, . . .,Xn ) / Xi ,Xz, . . . ,XnEF}
where n 71 .

Then ✓ = F
"

is a vector space

over F using the
following

operations .

Let ✗ E F and

V = ( ai , Az, . .
.,
An )

W = ( b , ,
bz
,
. . . ,

bn )

define vector addition
as

Vtw =
( aitbi , aztbz ,

• •
°

,
Antbn )

and scalar
multiplication as

✗ v = ( da , ,
✗ Az , • • • ,

✗ An )



pis Let d) BEF PIL
and V,w,ZEV=Fn where

✓ = ( V , ,Vz, . . . ,Vn
)
,
W=(Wywzjoogwn )

and 2- =( Z , ,
2- yooo,

Zn )
.

④ We have that

Vtw = ( V , ,Vz, ooo,Vn)t(w , > Way
. .yWn)

= (Vitw , ,
Vztwz , . . . ,

Vntwn )

C- (with ,WztVz , .
. .

>
Wntvn )

since F

fiÑy=(Wbwz , . . > Wn / + (4)
V2 , . .yVn )

is a

atb=bta

ta,bEF
= Wtv

pr③



④ We have that IL

Vt ( WTZ ) = ( Vyvyan, Vn )

t[Wywz, . ., Wn ) 1- ( Z , , Zay
. . ,Z①

= (4)V2 , ooo, Vn ) + (wit
Z , ,
Wet Zz , • og

WntZn )

= ( V ,t(Witz ,
)
,
Vzt (Wztzzl ,

.

Vnt (Wnt Znl)

=g ((
V

,
1-Wilt Zi , (Vztwz

) 1- Zz, ooo ,
(Vntwn/ th)

( = ("+
W "
"" "

" "
"""> +

⇐""" "¥

= [(4) V2 , . . ., Vn)
+ (Wywz , • og

Wn ))
+ (Z , ,

-24 .
• yZn)

④ propatcbi-g-q.si#Vtw)tzV-a,b
,
C E F



④ Define P
① = (0,0, • •

,
O )

where 0
is the zero

element of F.

Then ,

Z t Ñ = (Zi ,
Zz
,
. . .,
Zn ) + (0,0,

°o°,
O)

= (Zito,
2-21-0, .

.
.

,
Znt 0 )

(Z , , Zz ,
.
.
-

,
Zn )

F③
propat0=O+a=a] = Zta c- F and

⑤ + 2- = (0,0,
o.o,

0 ) + (Zi ,
2-yay Zn )

#f Zi
,
01-2-2 , ooo ,

Ot Zn )

= ( Z , ,
Zz ,

•
o

- j
Z n )



④ Given ✓ = ( V1 , V2 , ooo, Vn ) P⑤
consider - V = C- V , ,

-Vz , ooo,
- Vn )

Where - Vi is the
additive inverse )of Vi in F.

Then ,

vttvkcv ,
-v.v.

= ( O ) 0, ooo,
0 ) = É*and

C- v1
tv-C-V.tv , ,

- Vztvz , . . ,

- Vntvn )

= ( 0,0, •
• o ,
0 ) = É



④ Let 1 be the multiplicative PIL
identity of F.

Then ,

1. V = I
• ( V , , V2 , • •

o

,
Vn )

= ( IV , ,
1h , . . .,

7- Vn )

④% ( V , ,
V2 , ooo,

Vn ) = V

É
( ✗ B) w = ( LP

) ( Wi )Was . • o,
Wn )

= ( ( ✗B) Wi , ( ✗B)
we ,

. .
.,(✗B) Wn)

⑦ A- (✗ Cpw , ) ,
✗ ( pwz ) , . . >

dlpwnl)

a(b4=]
tab ,CEF

= ✗ ( BW 's Pwz ,
ooo

, pwn)
cable

=
✗ [P (Wi )Wz ,

. .
.

,
Wn☐

= ✗ [pw]



④ We have that pay
✗ ( vtw )

= ✗ ① V1 , V2 , . v., Vn ) + (Wi ) Wz ,
• . a)

Wn )]

=
✗ ( V ,

two,
Vztwz , ooo,

Vntwn )

= ( ✗ (Ytw ,
)
,
✗ ( Vztwz ) , ooo,

✗ (Vntwn))

?⃝
( ✗ " + " "

"""
° ° "

✗ "" ")

= (LV , ,

✗ V2 , . . .,
✗ Vn ) + (✗ Wi ,

✗Wz
,
. .
.,dWn )

pzg=
✗ (V1 ,V2 , . .

.

,
Vn ) 1- ✗ (Wi )

Wz
,
• oywn /

= ✗ ✓ + ✗
w

a(btc)=]abt
ac

ta ,b ,
c. c-
F



④ We have that PG
( ✗ + B) w = (dtp ) (wish , . . ., Wn )

= ((✗ +B) W , ,
(✗ +B) Way . . . , (✗+ B) Wn )

(LW ,
1- BW , ,

✗Wztpwz, . . . ,
✗Wntpwn)

④
= (✗Wyd wya . .,

✗Wn )

1- ( pw , , Bwc ,
.
.
. ) Pwn)

( at b) c
=

act beya,y,gp], = ✗ ( w , ,
w , , .

. . ,
wn )

t p ( w , ,
Wz , . •

o,
Wn )

= ✗wtpw

-

Since ④ -④ are true ,

V= F
"

is a
vector space

over F. ☒



PELEI

✓ = IRS is a
vector space

over
F- =/R

✓ =
" °°9°°°

is aveamF=a
-



Let F be a field . P⑤
Let f- Mm,n( F) be the

set of all mxn
matrices with

entries from F .

Then one can

show that V is a vector

space
over F where vector

addition is defined as

All 912 • . - Ain

f" "" .÷)+(!÷!÷
: :&:)

: : bmbmz
. . - h.mn

Am ,
Amzooo

Ann

Autbi , aiztbiz • • . Aint bin

)= (Azitbz , Arzztbzz a . .
Azntbzn
:

: :

Amitbm ,

amztbmz
• • •

Amntbmn

[more on
next page] ]



and scalar multiplication is PE
defined as

✗ µ" A" ° ° ° % "÷ ::::⇒: :

✗ 9 , ,
✗ 9,2 a • .

✗ Ain

✗az ,

jazz • • •

✗ A

:
= ( .

: .

:
.

✗ am ,

✗ Amz
•

• - ✗ 9mn

Where

0 0
.

•
. 0

E- 1 : :)

pro Similar to last
example .

☒



EI: F=R p⇐
v=M⇒lR1={ ( IE) / ¥¥:*}
E- ( : : :)

Example of
computation

is

1 : : -11+1%1-1
= (

6 3 0

5 2 HIT )
and

:( 1% :| -1¥ :-.
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Pgc

Officehovrs
Monday 12:30

- 1:30

Tuesday 12:30
- 2:00

Zoom link
is on canvas

Under
" Office hours

"

page .



⇐ Let F- IR or F- ¢ .

1L
Let n > 0 be an integer .

Define

B. (F) ={ a. + a. ✗ tanit . . .
+ a. ×

" / aief}

So
,
Pn (F) are all polynomials

of

degree In
with coefficients

from the
field F.

One can
show that

V=Pn(F)

is a vector space
over F

Where vector
addition is given by :

( a. ta ,
✗ t.u.tanxnltfb.tb.lt . .

.tbnXY

= ( a. + b.) + (a.tk/xt...t(antbn1x
"

to



and scalar multiplication is given by P⑤
✗ ( a. 1- a. ✗ t.at anxn)

= (✗ a.) + ( ✗a.) ✗ + • • • + (✗ an / ✗
^

Notes. In Pn (F) , the
zero vector

is 8=0+0 ✗ + . . . + Ox
"

.

Equality
we define equality as follows :

Let f- = a. + a. ✗ t .
- .
+ anx

"

and g= b.
1- b. ✗ + . . .

+ bnx?

We define f=g
iff

G. = bo , a ,=b , ,
ooo
,
an = bn



Let F- IR . PEL
consider

✓ =P
,
( IR)

= {9.1-a , ✗ + anita , ✗I ayx
" / ai EIR}

= { 0 , 5 , Itt 3×2×4, ✗
"

,
. .
.}

P R 5- 5+0×+0×4 0×3+0×4

0=01-0×1-0×70×70×4

example of adding :

(11-+3×1×4) + ( I - ✗7×4

= (11-+1)+2×2 + ✗
3- ✗

4

example of scaling :

I (1-6×4×4)=12-3×71×4



Py ( IR) is like IRS PG

It ✗ - ✗75×3-7×4 ← Rii④
I

( 1,1 , -1,5 ,
- 7) ←i



theorem Let V be a vector space Pok
over a field F.

① The element É from ④ is unique .

That is , there is only one vector
① in µ④at satisfies ① +W=w+É=W for

all WE V.

② Given well , the
element

Z from ④ where wtz
= 2- tw=É

is unique .

Recall we write z as - w]

proof:_
① Suppose É , OÉEV

where

ssoi
E. + w=wt -0 ,

= w

and 0%

and + w = Wt
= W } are bothzero

for all WEV .

vectors .



pgThen, =L
E. = + E. = E.
p p

w=w É,+w
Thus

,
07=05 .

So there can be only
one zero vector .

② Let WEV . so,

suppose Zi ,
ZZEV where

} z , ,
Zz

are
both

additive

wt Z ,

= Zitw =
Ñ

inverses

and wt Zz=
Zztw =

É
. for w

We have Wtz ,

= Ñ
.

Add Zz to both sides to get

Zzt (wt
Z

, ) = zzt ①



Thus, using associativity we have PLL
( Zztw) 1- Z , = Zz

e-
Thus

,

① +2-1=2-2 .

So
,
Z

,
= Zz .

Ergo, there is only one
additive

inverse for W '

☒

-



PEL

Def:_ Let V be a vector space

over a field F.

Let WEV .

⑤We say
that

W is a subspace

of V if W

is a vector space

over F using
the same

vector addition
and scalar

multiplication
as in ✓



theorems Let V be a vector space P
over a field F. Let W be

a subset of V .

W is a subspace of
V if and only if

the following three
conditions hold :

you can
actually

① ÉEW
← just show W -1-0

② If V4 ,Wzew, }
W is closed
under t

then W ,
1- WZEW .

③ If ✗ EF
and }

W is closed

WE W , then
✗we W

Under scaling

proof's Homework .
☒

:÷
PkNRE0F①,②→



Let V=Ñ , F- IR . PK
Let

W={Cab , c) I b. CER}
= { ( 0,1 ,ñ ), (9-1,02),

. . . }

Is W a subspace of V ?

It is !
Let's prove

it
.

① Setting 6=0 ,
c=0 gives

( o, b , c)
= ( o, 0,01

is in
W .

So
,

Few .

② Let Wi > Wz
C- W .

Then
,
W
,
-_ ( o , b , ,

a) and

Wz=(0,be , Cz ) where
bi
, a)

bz
,
Cz

are in IR
.



Then, pay
W ,tWz=(0 , b. tbz, ats)

which is in W
,
since b. tbz ,Gts

EIR

③ Let ✗ c- IR
and we W .

Then
,
w= ( o, b , c)

where b ,
CER

.

And ✗w= ( o, ab ,
✗ c) which

is still in
W
,
since ✗b) ✗

CEIR .

By ① ,② , and ③

W is a subspace
of V=1R?

☒



Let P⑤
V=Pz( IR ) and F=R .

Let

W={ ltbx / be R}

={ It 2x, I - 3× , .
. . }

Is W a subspace
of ECR) ?

No .

For example

It 2x ,
1- 3x c-

W

but

( 1+2×1
+ ( 1-3×1--2

- ✗ ¢ w
en



PHLNote:_ Let V be a
vector

space over
F.

V has at least these
subspaces :

w={ E } ←t÷Subspace

W=V



-

Basesot-espaespf.LI?ef:-Let V be a vector space

over a
field F. Let Vyvz,

. .
KEV.

① The span_
of vyvz , . . Vn

is

defined to be

span ({ Visva ,
. . . ,Vn } )

= { dihtdzvzt
. .

- ttnvn / dy . . ,dnEF}

IÉa
combination

of Vyvz , . . -, Vn

② If ✓ = span ( {vyvynyvn
} )

then we
say that

Vyvz , i.yvn

⇐
✓ or we say

that

Vyvr, -
"sun is a spanninget

for V.



V= IRS F- IR P%L
Let v , = (

o
,
1) .

Then ,

span ({v ,
} / = { 44 / a. c- IR}

= { 410,1114
ER }

= { Coin , ) /
a c- IR}

"""""

V =/R
'

c-

V
,
does not s¥ V=lR?



⇐ Let V=lR3 F- IR . PIL
Let W

,
= ( 1,0 ) , Wz=(0,11 .

Then
,

span ( {Wi ,Wz})={ 4W ,
txzwz / a,hER}

= {✗ i (1,01+410,1)
/ 4 , KEIR}

= { (4,41 / 4,4€ IR }

= IRZ

So
,
IR
'

b. w.am
.

"
is spanned

(3) 1)= 3W ,
+ I - wz
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Last time we talked about

spanning .

We showed v. = ( 1,0 ) ,Vz=(0,11

span
V=lR?

Why ? Because given any

(a)b) C- 1122
then

(a)b) = a
(1,011-610,1)

That is , every
vector in

IR
'

is a linear
combo .

Of 4) V2 .



EI: Let V=Ñ and F-R.PE
Let 4=(2/1) , Vz= C- 1,1

)
.

Do V. is span IRZ &

Let ( a. b) c- IR
? alw

The question
is : can

we
✓ solve

the following
equation for

a ,cz

no matter
what (ais)

is ?

( a ,b)
= C , (2) 1)

tczfbl )

F. v7

The above equation
is equivalent to

(a)b) = ( 2C ,

- Cz
,
Citcz )

This is equivalent to

2C
,
- Cz

= a

a+



I:-÷÷¥÷÷ii*i :L{② www.py a
row by a

non - zero
constant

③ Add a
multiple of

one row
to

anotherrow.IE
We had

Zc
,
- cz= aa+

oil :/ EM
: :| :)

(
' '

/
b

O
- 3 -2b 1- a)

b

( d if :* :b)



This gives :

C
,
t Cz =

b-a+⇒8
⇐

② gives cz=
- f- at 3- b.

Sub into ① to get

c
,
= b - Cz = b- C- 3-

at }- b)

= stat 's
b

.

Thus, given any (a. b) C-
IRZ we

can
write

(a)b) = (
stat 'sb) • (2 , 1) + (

¥+5b) .fi , ,)

ix.*
a- ¥

for example ,

(1) 1) = 3- (2,171-1-31-1,1)



We showed that PY
IRI span { (311,1-1,1) }

=

Lemmas ( Hw
1 # Ya )

Let V be a vector
space

over

a field F.
Let 8

be the

zero
vector of

V and let
0

be the
zero

element of
F.

Then , Ow
= ⑤ for all well.

proof's we have
that

Ow (0+0) w
Ow +0W

We know
- Cow) exists

in V

by ④ . To



Thus, PK

¥0y=gtw+ow
So
,
É = Etc

thus,
É= Ow . ☒

-



theorems Let V be a vector PIL
space

over a
field F.

Let Vyvz , . . .,
Vn EV .

Let

W= span ( { 4,4 ,
. . . ,Vn } )

= { Civ ,
tczvzt.o.tcr.vn/Ci,...,CnEF}

Then :

① W is a subspace
of V.

② w is the
"smallest

" subspace
that

contains
V , ,Vz , .

Vn .

That is ,
if

U is any
subspace

with

Vi >V2 )
. . . ,
Vn
EU ,

then
WE U .

÷÷÷



proofi pgL
① Let's show W is a subspace of V.

( j ) If we
set c. =cz= - -

- =cn= 0

then we have
that

C
,
V
,
tczvzt . . . 1-

Cn Vn =

= Or ,tOvzti-itOVne@IotEt.o.
to

=D
.

Thus
,

FEW .

( in) Let's
show W is closed under t .

Let w , ,WzEW .

Then ,
W ,

= S ,
V
,
tszvzt . . - tsnvn

and wz=t ,Yttzvzt
. . . ttnvn

where 5.
,
52
,
. . .

,
Sn
,
ti , tz, . . .,

tn C- F.



Then, PG
W

, tWz=
5
, Ytszvzt - a. + snvn

+ tivittzvzt . - • ttnvn

= (Sitt , )v,t(szttzlvzt . . . + (snttnlvn

④97nF it if
avtbv Thus, Witwz EW,

since

=(atb① s.tt , , Sette , . . . , Snttn
EF

.

Ciii ) Let's show
W is closed

under scalar
multiplication .

Let zew
and ✗ c- F.

We need to show that
✗ZEW .

Since ZEW
we know that

2- = C
,
V
,
tczvzt . . . 1-

Cnvn

for some Ci ,
Cz , . .

-

,
Cn € F.



Then
, PIL

✗ 2- = ✗ ( Civitczvzt . . - tcnvn )

A- ✗ Car , )tx(c<KIT . . .tt/CnVn)

④
acv.tv, )

=(✗9) Yt(✗G) Vat
. .

.tk/vn--avitavJJIF IF

④

④

a(bw①
Thus ✗ZEW ,

because

lab)w=
go , ,✗cz , . .

. , Lcn
C- F

'

By lil , / iii.
( in)

Wis a subspace
of V.

☒



② Let W= span ({vyvy.i.vn }) P
Let U be a subspace of V

Where V1
,
V2) . - y Un E U

We want to show that
WEU .

Let ✗ c- W .

Then
,

✗ = civitczvzt.ci/-CnVn
Where Ci , Cz ,

- i. , Cn
EF

.

is
Since V1

,
✓
2)
" a)
Vn EU and

closed

U is a subspace
of V we under

know that
c. v. , car ,

. .

,cnvnE!
Mutt

.

V

Since Civ , ,
Czvz , . . .,

Cn Vn EU

and V is a subspace
of V we ]ci%e,

know that civ ,
tczvzt.i.tcnvr.EU . Tyler

Thus
,
✗ c- U .

So
,
WE V. ⑧ ☒



ma;,¥



Def_: Let V be a vector

space over a
field F.

Let V
, ,
V2
,
• ° ,

Vn EV .

We say that
V
, ,Vz , . . .

,
Vn are

linearlydependent_ if
there

exists c , ,
Cz ,

ooo,
Cn EF,

that are
not all zero ,

such that

C
,

V
,
tczvzt . . .

tcnvn = ⑤

If there
are no

such cycz, . . >
Cn

then we say
that

V1
,
V2
,
. . ,

Vn are linearly

independent .



Let V= IRS and F- R .

Let v. =( 1,91
)

Vz=(-1 , 2,1 )

Vz=( 0,2, 2)

Are V
, ,Vz, V ,

linearly dependent
independent ?

or
linearly

we
want to

see
what the

solutions
are
to

g
,

C
,
V

,
1- Czvztczv}

=

Which
is

c. (f) + c.li/+sH1--f:)
This becomes

1%1+1 1+1*1=1:/



This becomes P③
Zczt 2C}I "1--1 :)

This becomes

C
,
- Cz

= 0

Zczt 2C,
= 0c,tCzt2?⃝

Let's solve
the system :

: : :| :)( o 2 2

I - I 0/0( o 2 2 0 )
0 2 2 0

R%( & ? ? / F )



±y: : :| :) E
leading

C , ,
C2

we get : i:÷÷?⃝
?⃝ - Cz = 0

§ solve

for
leading

C
,
= Czcz ← variables

Give free
variables new

name .

Let cs
Solve ① & ② by back

substitution .

② gives cz=-g=-t_I
① gives c,=cz=-tf yy



Thus
,

the solutions to p§L
C

,
V
, tczvzt ↳ V3

=

are :

c
,
= -t

where treain.ms#cz= -t is any

c
,
= t

Thus,

- tv ,

- tvzttv, =
É

for any
t EIR .

For example
if d-

=L
,
then

dependency-v,-vz+vs←÷÷[for

tb=v
Thus

,
Vi > V2, V3 are linearly dependent .



Let V=Pz( IR ) PL
and F = IR .

Let W ,
=
-3+4×2

Wz =
5- ✗ +

2×2

Was
= It ✗ +

3×2

Are W , ,
Wa ,

W }
linearly

dependent

or
linearly

independent ?

Consider
the equation

C
,
W ,
1- Czwztczwz

=
É

This
becomes

C
,
(-3+4×2) tcz

(5- ✗
+2×4

+ Cs
( It ✗

+3×4 =
0+0×+0×2

This is equivalent
to



Thus, we get PIL
- 3C

,
-15Gt ↳ = O

- Cz t Cz
= 04c,t2czt3?⃝

Solving we get

1: : :| :/ ±iy:
±

:| :|o
- l I 0

4 2 3 0

"

f:
-

÷
.

-

¥1 :)
I - I÷÷÷( :

- " " 1¥
0 2 6 13

-k→¥( to
- "

? / 8)
0 0 39 0



Is⇒±y:÷ :| :)I -1

This becomes
leading

④-§c-t
variables
C , ,

Cz,↳

④ - Cz =
0

no
free

④ = 0 variables

solve for leading variables
:

C
,
= § Cz -1¥ ↳

①

Cz =

Cz =
0

Back
substitute .

③ gives

② gives cz=Cz=0&
① gives 4--35-5+59=561+3401--0-2



Thus the only solution to PL
C

,
W ,
tczwztcz Ws = É

is c
,
= O
,
Cz =

0
,
9=0 .

Thus, Wi
,
Wz , Wz

are linearly
independent .

⇐
Summarises
You can

always
write

0 . V
,

+0kt . .
. + Oh

=
É

If this
is the

only solution
to

C
,
V ,
tczvet

. . .
tcnvn

=
É

then
V
, ,Vz , . . .,Vn

Are
linearly independent.

If there
are

more
solutions

then just
the zero

solution
above

then Vyvz , . . . , Vn
are

linearly dependent .



:L

Def:_ Let V be a vector space

over a field F.

Let V1
,
V2
,
. . .,

Vn C- V.

We say
that Vyvz, . . . ,

Vn

form a basis for V if

① span ( {Visva ,
. . . ,Vn } / = V

and ② Vi , V2 , .
. ,
Vn are

linearly

independent .



E Let V=Ñ and F- RI . PIL

Let v.
= (d) , v. = (9) .

claimi-vyvzisabasi.to#--lR-Z
PLast class

we
showed

that

span ( { v.v ,
} / = IR

?

② Let's show
that v. ,

vz
are

linearly
independent .

Suppose
C

,
V

,
+ czvz

= ⑤

That is ,
c. (f) +

cz (9) = (8)

Then , (E)
= (8) .

So
,
C
,
= 0 ,

cz=o
is
the

only

solution to
c ,v ,

+ czvz
= É .

Thus ,
V , ,
V2 are

1in .

Ind .

BY ① and ② , v , , v2
are a

basis
for

v=Ñ over F- IR . ☒



E± Let

V=Mz.dk/-- { ( Ebd ) / a. bad
and F=R .

Let

4=1%1 .ve/:.'o1is--
1%1,4=1:?)

Let p={v , ,Vz ,
V3 , Vy}

claimipisabasisformz.HR/YfIeIYiaY-dK-M..zl1R1.

Then,1%1=(9%+181)+(1%+188)
= a (E)+ b(% /

+498 / + d /%)

Thus , ( Ebd ) c- span
( p ) .

So
,
P

spans Mz.HR)



② Suppose pg#
C ,
V

,
tczvztczvztcyvy =

Ñ

This becomes

c. (E)+4%1+94081+418,9=188
)

which
becomes

E) +
(811+60,8)+(891--188)

This
becomes

⇐ E. 1=1 : :)

Which gives

9--0,4=0 ,
9=0, Cy

= 0 .

Thus,
Vi
,
V2 , V3 ,

Vy
are

1in .

Ind .

By ① and ② ,
13={4,4%4}

form a
basis

for V=Mz,z( IR)
over F=R .

☒
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Last time we talked about PC
what a basis is .

The next two classes we
will

prove some theorems
about bases .

-

theorems Let V
be a vector

space
over a field F.

Let p={ V , > Vz , . . . .vn }
be a

subset of V.

Then p
is a basis

for V if

and only
if every

vector

✗ c- V can
be expressed

uniquely in
the form

✗ =
C
,
V

,
1- Czvzt . . .

t Cnvn

Where C , ,
Cz, . .

.

,
Cn C- F.



I. PEL
(G) Suppose every vector

✗ EV can be
written uniquely

in the form
✗ = C. V. + Czvzt

. . . tcnvn ,

where CIEF .

We want
to show that p

is

a basis
for V.

Since every
✗ EV

is of the

form ✗ = C.
Vet . . .

+ Cnvn

we know that

f- span ({v , ,
. . ,vn} ) = span

( p ) .

We now need to show
that

4)V2 , . . ,
Vn are

1in .

Ind .

Suppose we
want to solve

<
I
Ytczvzt . - at Cnvn =-3?

"



We know we have ⑤
OV

,
1- Ovzt . . .

torn = §

By our initial
assumption with ✗ =É

this must
be the only

solution

to C
,
V ,
tczvzti.it Cnvn

= +0
.

Thus, V , ,
v2 , . .

., Vn are
linearly

independent .

So
, P= { risk ,

. . ,Vn } is
a
basis .

(1--17) Let p
be a basis

for V.

Pick some ✗ EV .

Since p is
a basis

for V, B

spans V
.

Thus
,

there exist cycz,
. . .,cnEF

Where ✗ = C ,
V
,
+ cart . . . + Cnvn . (f)



Let's show this expression is unique . P
Suppose we also had

✗ = civet civet ii. + civ.
(**)

for some Ci , Ci , .ie, CLEF
.

Computing (
* 1- (ft ) we

get

Ñ=X- ✗ = ( c ,-city + (
cz-cilvzt.at

Ccñcilvn

Since V
, ,
V2
, .

. . ,Vn Are
1in . incl . we

have c
,

- ci=O, Cz
- ci=o,

e. • , Cn
- Cn
'
= 0

.

Thus
,
Ceci , Ceci , in,

Ceci .

So
,

✗ can be written uniquely

in the form
✗ = c. Vitczvztintcnvn .

☒



Notating E.

Consider the system

104-3×2-+113=-113 (* ,
5×2 - ✗ 3

= 0-x,tXz=
Let A ,=( 10, -3 , 's

)

Az=( 0,5 ,
- 1)

As = C-
1
, 1,0

)X=(x.,×?⃝
Then (4) can

be rewritten
as

A
,
• ✗ = 0Az Same as

Cty

A } • ✗ = 0



Adding * Crow 1) to fows) :(

10X ,
-3×21-15×3=0

5✗z-x?⃝¥Xz 1-150×3=0

Which can
be represented

by

A. • ✗ = 0

Az•?⃝( ÷ A. + As)•X=o



theorem: Let P¥
aux , 1- 9,2×2

1- • • • 1- 9,nXn=O

Az , ✗ it Azzxzt
. .

. 1- Azn Xn=0

: : :
:
Amy , , amy ,

, . . . yannxn
, ,
) (* )

be a system of
m equations

and n unknowns
where aij

EF

where F is
a
field .

If n > m,
then

(4) has

a non -
trivial

solution .

[That is , there
is a

solution

(✗ 1)Xz , . . . ,
Xn ) E

F
" to

( t ) with

(4)Xz , . . . ,
✗a) =/ (0,0, . . . ,O☐



pis We induct on m [the # of Pjsequations]

basecase:_ Suppose m=1 .

We also assume n
> m =L .

So
,
n > 2 .

So
,
(4) becomes

AnX,tAizXzti"tAmXn=É✓ (4)
If a , ,=a,z=

. . .
= am

= 0
,
then an

example of
a non

-
trivial

solution

would be X
,

= ✗ z=•
. .
= ✗n= 1

.

Suppose one
of the constants

isn't 0 .

WitÉity ,
assume an-1-0 .

means :
the same proofwillworkinothersituations.IS

Then 1*1 becomes

\,=-aii(anXzt"it9nXÑ#



Set ✗5- ✗5- ii. =Xn=l
and PI

✗
,
=
- a ( anti - it 9in ) .

This gives a
non-trivial solution

to (K ) .

Note we
definitely

used n > 2

to get the
non

-
trivial solution

.

So
,
the base case m=l

is true .

÷÷÷÷¥÷mifor any
linear system

of m - l

equations
with more

than

M - l
unknowns



Suppose we have a system (4) PIL
of m equations and n

unknowns with
n > m > 1

.

If all the aij=0 ,
then

set ✗ ,
-_ ✗5- • • • =Xn= )

and we get a
non-trivial

solution .

Now suppose
some

coefficient aij -1-0.

By renumbering
the equations

and

variables we
may

assume an -1-0 .

Set A ,=(a",an,..,aÑ"
A- z= ( Az , ,Az2 , i

- y
Gzn )

:
:
Am = ( 9mi , Amz )

.
. .,
9mn)

✗ = ( ✗ , ,
✗ yo

. ./
✗
n
)



Then (4) becomes P⇐
A. • 11=0

Az . ✗ = 0☐ c**)
:

Am. ✗ =o

By subtracting
a multiple

of the first

row
and adding

it to the
rows

below

it we can
eliminate × ,

in rows

2 through
m .

We get that

(4K)
becomes

A. • ✗
= 0

no(AiaziaiAi]× ,
in÷°

: these
rows

( Am- amaii A.)
• 11=0



PEL
The last equations

(Az - az,aiA)•✗=o
: 1*1×1--1

0(*ÉamaiAd
are a system

of m- l equations

with n - I > m
- l unknowns .

Thus , by
the induction

hypothesis

we can
find a

solution

( Xz, ✗ 3) °o°,
✗n ) =/ ( 0,0,

. . . ,
0 )

to ( * *
* 1 .



Now using this solution (Xz, . . . ,Xn )

to 1*4*1 we can
also solve

A ,°X=O by setting

✗ ,
=
- aiicaizxzt - - - tain Xn)

[
because Ai✗=o

is

Auxitaizxzt . "
+ a ,nXn=O

and 9,1=10]

Set ✗ = ( ✗ 1) ✗ 2) °o°,
✗ n ) .

We have A. • ✗ =O .

We also
have that

i > 2
then

A- i.
✗

=pai.aiiA.gl/-=0CX-x-x-)
Thus we

have
solved

A. • ✗
=O

with a
non

-

Az • ✗ = ° trivial
solution

: ☒
Am - ✗ = 0 .
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theorem: Let V be a vector PL
Space over

a field F.

Let V
, ,Vz , . . ,Vm

EV where

✓ = span ( { v , ,Vz , .
. ,Vm } ) .

Let Wywz , ooo, Wn
C- V .

If n > M ,
then Wi ,

Wz )
. oywn

dependent

.pro#:SinceV.,Vz,...,Vm span
✓

"""we can
write

W ,

= a ,,V , taz ,
Vzt . . .

+ Am ,Vm

wz=AizV ,
1- Azzvztoootamzvm

✓

:
Wn=AinYtAznV<

too .
+ annum

where aij C-
F.



For any c
, ,Cz , . . Cn EF we PLL

have that

Ciwitczwztoootcnwn
=

= C. ( Aylhtazivztintamivm
)

1- czcaizytazzvztii.tama.vn
)

0

: :

:

+ cn( ainvitacnvztoootamnvm
)

= ( Gautczaizt
. . -
+ chain )V ,

1- ( Gaz , tczazzt
. - •
tcnazn) vz

: :

1- ( ciamtczamztoootcnamn
/ Vm



From the theorem from Monday
, P§(

since n > m we know that

Cia , , 1- Czaizt
ooo t chain

= 0

C , Az ,
1- Czazzt

• • • t Cnazn
= 0

:
:gamygang...ygan

has a non -
trivial solution

(E) Ez , . . ,
E) =/ (0,0, . . >

0 )
.

Plugging this
solution

into the

previous
page

we
will get

EW ,

tczwzt . . .
+ En Wn

= Or ,
1- Ovzt

. . .
tovm

=
É

Thus , W , ,Wz ,
. .>
Wn

are
1in .

dep .

☒



Corollary: Let V be a vector P
space over a

field F. Suppose

p ,={ vi. V4
.
- •Na} and

Bz={ Wi , Wa , .
.

>
Wb } are

both

Then a=b
.

base.sk#proof:-
Since B ,

is a
basis for

V we

know
that 13 , spans

V.

If b > a ,
then by the

previous

theorem ,
Bz
would be

a
linearly

dependent
set of

vectors .

But Bz
is a

basis ,
so the

Be

is a
set of

linearly
independent

vectors .
Thus , b<③



Now we show aeb . pg↳

Since Pz is
a basis for V we

know that Pz
spans

V.

If a > b ,
then by the previous

theorem , p ,
would be a

linearly

dependent set
of vectors .

But B , is
a
basis , so

the B ,

is a set
of linearly

independent

vectors .

Thus,a④ .

Since bea
and

asb

we
know

that a=b .

☒



The previous Corollary allows PSC

us to make the following

DfbeE
space

over
a field

F.

We say
that V is

finite-dimensionalif it has
a
basis

consisting
of a

finite number
of

elements .

If V has a
basis with

n

elements
then we say

that

V has dimension
n

and wrikd.im?Y.i--Idimf(V1--n



f- {83 is called Pgcire¥to
A special case is when

V= { 8 } .

This vector space
has no basis .

We define ✓ = { É }
to

have
dimension

Zero,

that is
dim ({ 831=0 .



ÉXI Let F be a field

and V= Fn where
n > 1 .

Pok

Recall V=F
"

is a
vector

space
over F.

We now
show that

dim (Fn ) -_ n

proof°_ We will
construct

what is
called the

standard

basis .

Let vi
be the

vector with
a

1 in
the
i- th

spot
and 0

's

everywhere
else .

That
is ,

V
,
= ( 1 ,

0,0 ,
.
.
. . ,
0 )

V2 = (
0
,
I
,
0 ,

i
c. y

O )

:
:

Vn= (o,
0,0, .

.
. ,
1)



pgcLet p={v , ,vz , . . ,Vn}

We will now
show that p

is a

basis for ✓ = F
" which will

give
us that dim (Fn)

=n .

① Pspan=n :
Let ✗ E F

"

Then , ✗
= (f , ,fz , . . .,fn

)

where
fi
,
fz , . . .,

fn C- F .

So ,

✗ = ( f , ,
fz
,
. . . ,
fn )

= ( f , , 0, .
. ,
0) t ( 0, fz,

.
. . ,
0 )

to . .
+ ( 0,0, o.o,

fn)

= f , ( 1,0 ,
. . .
,0)tfz(0,1 , . .

. ,
0 )

1- . . - + fn ( 0,0
,
. .
. ,
1)

= f. V , + fzvzt
. . . tfnvn



Thus, ✗ c- span ( p ) . p⇐

Therefore, P spans V=F
?

②pislinearlyindependent.su
ppose
C
,
V
,
tczvzt . .

.
tcnvn

= O→

Where
Ci ,

Cz
,
. .

o,
Cn C-
F.

Then ,

C
,
( 1,0 , . . . ,O )

t Cz ( 0,1 ,
. . . ,
0 )

1- ooo
t Cn (0,0 ,

.
. . ,
1) = ( 0,0,

. . .jo)

so, (G)
0
,

. . ,O) +
( o, Cz , .

. ,
0 )

1- . . . +
( 0,0, .

. .,
Cn ) = (

0,0, ii. ,
O)

.

Ergo , (
C , ,

Cz , . . . ,
Cn ) = ( 0,0, .no

)
.

So
,

9--0,4=0, . . . ,
Cn =

0 .

Thence ,
Vi , V2 , . . .,

Vn are
1in .

independent .
☒



E_XiLetF-lRorF-C.P@LetV-PnlF1-fa.ta.xtazxIn.tanxnlai.EE}

One can
show that

Vo= 1

} ntl
vectors

v. = ✗

Vz = ✗
2

÷ :

Vn =
Xh

is a
basis

for Pn (F)
over

F
.

So
,

dim (1311--1)
= ntl



pgiz
Let F be a field and

V= Mm
,
n
(F) be the set

of

mxn
matrices

with entries
from F.

One can
show that

dim ( Mm , n
(F1 )

= mon

For example,

Ms,z ( IR)
= { ({ ¥ ) /

a. b. c.die
,f c- IR}

A basis
for Ms ,z

( IR ) is

1%1.1%1,1%1 . 1%1,1%1.1%1
So
,
dim (143,2/1121)=3.2--6
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theorem : Let V be a vector

space over
a field F.

Suppose dimfv )=n
> 0 .

Then the following
are
true :

① Let V1 , V2 , . .
.

,
Vm C- V.

(a) If
m > n ,

then V , ,
Vz , .

. .>
Vm

are
linearly dependent

.

(b) If man ,
then V , ,Vz , - a.)

Vm

do not span
V.

(c) If m=n
and V1

,
V2 , . . Vm

span
V
,
then Vi , V2, . . .,Vm

are
also linearly

independent

and hence form
a basis for

V.

(d) If m=n
and V

, ,Vz , . . , Vm

are
linearly independent, then

✓ 1)
V2
,

- c. ,
Vm Span

V and

hence form a
basis for V.



:L
② Let W be a subspace of V.

Then W is finite - dimensional

and dim (w ) try
dincv )

Moreover, W=V
if and only

if dim (w ) -_
dim ( V ) .

⑤



proofed We have that dimlvl-n.PL

① Let V , , V2 , ooo,
Vm C-

V.la/Supposethatmsn.5incedimCV1--nwe know
that

V has a
basis with

n
vectors .

So
,
V is spanned by n

vectors .

From a previous
theorem,

since

m > n
we know

that

are
linearly dependent.

Let's show that
V1 ,
V2
,
, , ,
Vm÷÷÷÷÷÷÷*.do not span

V.

did span
V.



Then from our previous results, P
since MLN ,

and V1
,
V2
,
. . ., Vm

Span V
,
we

would have

that any set
of n vectors

must be linearly
dependent .

But since
dimcv )=n

there

must be
a
basis for

V

of size
n .

So
,
there is a

set of
n
vectors

in V that
are
linearly

independent .

Contradiction .

So, Vyvz ,
. . >
Vm

do not span
V.



(c) Suppose m=n and p⑤
Vi
,
V2, • no , Vm span ✓

We want to
show that vi. v2,

. . ,Vm

are linearly
independent .

HWZT- # 7-b)

eVt-{
8} is spanned

by

some finite
set S

of vectors
.p,,,yna,,.me,u,,e+o

is a basis
for V

Let 5
= { vi. V2 , . . ,Vm

} .

By this
HW problem,

there is a

subset s
' of s that

is

a
basis for

V.

Since dim
(V1 =n ,

every
basis for

V

has n
vectors

in it .

So ,
S
' has m=n

vectors .

Thus,
5=5 .

Thus,
5- {v.

Whoosh}

Is a
basis for ✓ and

is thus

linearly
independent.



(d) Suppose m=n=dim(V1 PL
and Vi

,
V2, . . .,Vm

Are linearly

independent .

We want to
show that Visva ,

. . ,Vm

span
V and hence are

a
basis

for V.

Let W= span (
{ 4) V2 , . .> Vm

} )
.

So W is a subspace
of V .

We will now
show

•
V

that W=V .

We know
WEV .

We need
to show

that VEW
.

Let VEV .

Since dim ( V1
=n=m we

know that

the nH=mH
vectors

V1 , V2 ,
. . .im,V

are linearly
dependent from

part (a) .



Thus
,
there exist pg7L

C- 1) Chin, Cm , Cmt ,
C- F
,

not all equal to
zero ,

where
→

C
,
V

,

tczvzto.otcmvmtcmi.lv
= 0

If cm+ ,
= 0
,
then

9 Vit Czvzto
. . 1- Cmvm

=
É

zero .

with not all
c
, ,cz, . . . ,

Cm
equalling

But this would
contradict the

fact

that V1
,
V2 ,

. . . ,Vm are
linearly

independent .

Thus, Cmt ,
-1-0 .

So,
we can

solve for
v
in

C
,
V

,
tczvzt ii.

1- Cmvmt Cmt
,V=É
B.



and we get pgc

✓ = Cid , (- GV ,
-Cik

-

in
- Cmvm)

w

exists

since Cmg , -1-0

So,

v-fcm-i.ci/v,tfcm-+icz1va1...t(-Cm-+icm)Vm
Thus

,

VE span ({ Vi ,
V2
,
. . ,
Vm } )=W .

So
,
✓ = W and V , ,

✓
2)
ii. ,
Vm

span V
and are thus a

basis for V. ☒

Now for part 2 .



pgc②
Let W be a subspace of V.

We first will show
that W is

finite-dimensional and

dim (w ) E n
= dim (V1 .

If W={ É }, then
W is

finite - dimensional
and

dim ( W ) = 0
< n =

dim (V1 .

Now suppose
W =/ { 8 } .

Then there
exists × ,

EW with

×
.

-1-8 .

☐Then, { × ,
} §

✓

is a linearly
independent
set of vectors

.

Because if c. × ,=É then 4=0 ¥¥¥?



Continue to add vectors from W Pgc

to this set
such that at

each stage K ,
the vectors

{ ×
, ,Xz , . . . )

✗ he } are
linearly

✓

independent . W

Since WEV and ?⃝÷dim (V ) =n , by

part Cal, there

must reach a stage ko In

where so = { × , ,Xz , . . , ✗no }

is linearly independent
but

adding any new vector from

W to S. will
yield a

linearly dependent
set

.



Pst
HW 2- 7cal

'

Letsbea finite
set of

linearly independent
vectors from

V

and let ✗ c- V with
✗ ¢-5 .

Then Su { ×}
is linearly dependent,ggxggpa?⃝

Let ✗ EW .

If ✗ c- So ,
then ✗ c- span (so) .

If ✗ ¢ So, then by
the construction

of so we have that
5.U{ × }

is linearly dependent
.

So by

HW 2
,
7- (a) , ✗

E span (
Sol .

Thus,
if ✗ EW , then

✗ c- span (5) .

So
,
W= span (5) .

Since
So is a

1in .

Ind .

Set,
So

is a basis
for W

.

Thus,

dim (WI = ko E n
= dim (V )

.



Now we show that W=V pay

iff dim ( w ) = dim ( V1 .

(ED) If V=W, then
dim (V ) -- dimlwl.

(G) Now suppose dim
( w )=dim(V1 .

Let's show that
W=V .

Then W has a
basis of

n=dim(V1

elements,
call it B={

wiswz , ",
Wn}

So
,
W= span ( p) .

p is a set
of

÷:÷÷: :n
vectors that

are linearly
independent and

V also !

So, 13 is
a
basis for V .

Thus , W= span
(B) = V. ☒
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t.in#Trasrmaions-HW3-fYDef:-Let V and W be vector spaces

over a field F. Let
T : ✓→ W

be a function between them .

We

say that
T is a lineartransformation

if for every V
, ,
v2 EV and ✗ EF

We have that

① Tlv , + b)
= Tlv ,
It Tcvz)

and ② 1- ( ✗4) =L
. TCV ,

I
w

' ¥ ;

V. 1- V2
•-?⃝t=TtT

✗ v ,
•
- • THY) = ✗ Tlv,

)

People sometimes say that
T

"

Preserves
" vector addition

and

scalar multiplication



You can condense ① and ② P
into one condition

:

TCL ,Ytdzvz)
=L ,T(4) + 4TH)g,ayyµgyandµ,g

We define the
nukspace-cork-erne.tl

of T to be

NCTI __ { xev / TAKE}

Where Éw
is the zero

vector of
W .

W
Y



We define the ( or image ) 3£
of T to be

R(T1={ 1-1×1 / ✗ c- v }

W

I:÷÷÷:::÷÷Nlt ) is a subspace
of V and



PI
If NCT) is finite-dimensional

then we call
the dimension

of NCT ) the nullityoft
and write

nullity (T )
= dim ( NCT ) )

If RCT) is
finite - dimensional

then we
call the

dimension

of RCTI the
rank

and write

rank (T )
= dim ( RCTI

)



ELI Let T : IR
>
→ IRZ

be defined by Tlx,y,z)=(× , y)
%L

Here V=lR3W=Ñ,
F = IR .

For example ,

TCI
,
it , to)

= ( 1,1T )

1-(-1,1-2,3)=(-1,1-2)

TieaformaH:
Proo Let v. ,

KEIR
>

and ✗ ER .

Then, V ,
= (X , ,y , ,Z , ) and

Vz=( Xz, Ya , Zz )

Where Xi ,
Y , ,
Z , ,

✗yyz , Zz
C- IR .

① Then,

1- ( Vitra )

= 1- ( (Xi , Y , ,Z , ) + (Xz ,
Yz ,
-221 )

=T( ✗ it Xz, Y ,tYz ,
2- it Zz ) tf



= ( ✗ it Xz , Y ,
+ yz ) P&

= ( X , ,
Y , ) + ( Xz,Y< )

= TCX , ,
Y , ,Z ,
)tT(✗a) Ya , Zz )

= Tlv ,
It 1- ( vz )

② We also have
that

1- ( LV , ) = T( ✗ (
× , ,y , ,z ,

) )

= T( ✗ Xi , ay , ,
✗ Z , )

= ( ✗ ✗ , ,
dy , )

= ✗ • ( X , ,
Yi )

=L . 1- ( × , , y , ,Z , )

= d. TCU )
☒



NvHspaceofT@ : PSI

NCT)={ ( x,y,z)EÑ / TCX,y,z)=(0,01}
.

={ ix. y ,zHÑl¥¥=¥%
}

={(o,o,z)/zc ←
={ z.co , 0,1 ) / 2- c- IR }

= span ({ ( 0,0, , ) } )

Let 13={1%0,11} .

Then 13 Spans
Nlt) .

By HW 2 # 6 since P
consists of

one non
- zero

vector, P
is
a

linearly independent
set

so
, p

is a basis
for NCT )

and

nullity ( T)
__ dim (Nlt ) ) =/

E.I !fYen¥
in)

= 1-



f- 1123 ADZ

w-tR2nP98yM@Cos9Zl1t.F.fE
iNTis {(0,911 }

RangeofT@RCt1_sTCx.y.z1ICx.y,z)ER3 }
= { ( Ky ) / ( x,y,z)E1R3 }

= { ( x,y ) I ×, YER
}

= IRZ

Thus, rank A)
= dim ( RCTI )

= dim ( 1124=2



pgc

✓= IR
>

nz T Y

RCTI = IRZ

"É¥==nuYiBHH+rI



EXI Let n > I be fixed and Pok

T : Pn( IRI- E ,
CIRI

÷¥ of degree
of degree In -1

In

where 1- (f) = f- !

Here f- ' is the
derivative

of the

polynomial
f.

transformation :

Ieifa.IE?epnc#ad-1R .

Then ,

1- ( f. tfzt-lf.tt#---Y-%Fa-fgtTHd
and

1- ( ✗ f) = (✗f)
# ✗ f.

'
= ✗ Tcf , )

☒



NÉE pgil

NIT / =

={a.taixtn.tanxnltla.ta.it
. .
.+anx4=o→ }

={ a.tart . . .
tank

" / a ,t2az✗t .
.
- thanx"=o→}

wolf Wo

={ a.ota.xt.at anx
" / a ,=a< = .

"=an=o }

polynomials
= { ao / a. EIR } ←

constant

= { a. • 1 / a. c- IR }

= span /{ 1 } )
Let p={ 1} .

Then P spans
NCTI .

Since p
consists of

one non
- zero

vector

by HW 2 #
6
,

13 is a 1in
.
ind .

set
.

Thus , p
is a basis

for NCT) .

So
, nullity (f) =(#

elements in / = 1 .

basis p



payRangeofT:_
I claim that

T is onto .

That is, RCTI
= Pm ,

( IR) .

Let a. ta ,
✗ + ii. + an - ,

✗
"" ER - , ( IR ) .

V= Pn ( IR ) W=Pn-i( IR )

I

?⃝t÷×?÷+?⃝×++×
-

Integrate
and notice that

a.✗+ ¥ ✗
'

+ . . . + an÷×n C-
Pn ( IR )

and

T(a.✗
t¥xÉ . .

.to#xn )

= Got
a
,
✗ to . .
tan ,

✗
" -1

Thus , T
is onto Pn . ,( IR / =W .



Thus,
Psi

RCTI = Pn , ( IR) .

So
,
rank (T ) = dim

( B- ,
( IR) )

= ( n - 1) + I
=n .

N.ie#dim(PnY-R)=nv1lityCT1trankCTln+i--ltn-
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Test 1 is on Monday ⇐

0ctl8Test1c?⃝HW 1 and HW 2

No class on Test day .

Test is done on canvas .

Test will appear at
5am

on Monday 10/18 and

dissapear at 12pm noon
on

Tuesday 10119 .

During
that

time period you pick
a 2.5

hour time window
to take the

test , scan ,
and upload your

answers [ 2 hrs for test ,
30min

to scan] .

Canvas will time you

once you open the test .



PLLI put a

" Practice taking a test
"

Module in case you

haven't taken a
test

on canvas
before to

see what its
like to

download an
exam

and upload your
solutions .

Try it out if
needed .



pg(HW 3 continued . . . ) ③
Another way to

make a linear

transformation is by matrix

multiplication
Def Let F

be a field .

Let A be an mxn
matrix with

coefficients
from F.

We can
construct a linear

transformation

↳ : F.→ Fm

where La ( x )
= Ax for any ✗ c- F?

[Here Ax is
matrix multiplication

]

LA is
called the

left-mulliplicalion-A.EE#Iresult



PK
Nol LA above is a linear

transformation because if

×
, YEF

"

and xp c- F then

L( ✗ ✗ + py )=A(✗ ✗ + By )
*

= Alix / + Alpy )

→
of"m?¥??⃝→=aAx + PAYmatrix

= ✗ ↳G)
+ platy )

☒



E Let F- 1C . P§L
Let

A=(
i Hi -3 -

si- i -i
0 I

be in Mzxs (E) . •-
Then

,

LA : ¢3
-

¢2

where

↳ (E) = A. (E)

=/ iiti-s.si/ (E)0 I
- I - i



For example,

0 i
- i -i /

⇐

LA / =/
i 'ti → -si

= (
lilli ) 1- ( Iti ) (1) + C-

3- Si ) (zig
Wi ) 1- (1) (1)

1- 1- til /Zi )

10 -Si

= (
inti - bi

-Mi

) =p f- 1- zi )
0 1- I

-25+2^-2

i
¢3 ¢2

II.1-
.



theorems. Let V and W be rector PIL
spaces over a

field F. Let

T : ✓→ w be a linear transformation
.

Let OJ and Jw
be the zero

vectors of V
and W respectively .

Then
,
T( of / = 0% .

PlCNR

pro ( HW problem)
✓ W

we have that

NOT / = 1-(0%-05) /
= 1-(0511-1705)
t

Tislineaif
Thus, 1-

(E)=T( OF)tT(OF )
in W .

Add the additive
inverse

- T(O→r ) to both
sides z•



PL
to get that

= -K¥
+ toil

so
, Ew=ÉfY÷

Thus
,

T( Eu ) = OÉ - ☒



theorems Let V and W be

vector spaces over
a field F.

%(

Let T : ✓ → W be a linear

transformation .

Then :

① NCT)={ ✗ EV /
TCH __ Ew }

is a
subspace

of V

and

② RCT / ={
Tcx ) / ✗ EV}

is a subspace
of W .

✓ W

°



Foot: Let Ji and Ew be

the zero vectors
of V and W .

P€

① Let's show
that NCTI is

a

subspace
of V.

( it By the
previous

theorem
today

we know
that 1-(E)

= Ew .

This tells us that
c- Nlt ) .

( in) Let's show
NCTI is closed

under t .

Let ×
, y

c- NLT ) .

Then, Tcx
) = Ew and

1-(g) = Ew .

So
,
Tlxty )=T( x )

+Tly )

→ E. + Ew=É

"¥¥]r Thus , Tcxty ) =É '

so
,
✗+ y E N (T ) .



V W PI

✗+ y
#

( iii. ) Let's show Nlt )
is

closed under scalar
Mutt .

Let 2- c- Nlt)
and ✗ c- F.

Since 2- c- NCTI, we
know

that 1- ( z )
__ Jw .

Thus,

1- ( xz ) = ✗ Ttt )

÷→añ=o:T is



:L
Thus
,
1-(a) = -0W .

So
,
✗ 2- C- Nlt ) .

W

€t
By lil , Iii

)
,
and Ciii ) we

have that
NCTI is

a

subspace
of V.

to



② Let's show RCTI is a p⇐
subspace

of W .

Recall RCTI -_ { Tcxl / ✗ EV }

lil Because
Ñw=T( of )

and c- V we
know

that Ew C- RCTI .

( in) Let's show RCTI is
closed

under t .

Let ×
,
y c-
RCTI .

"" "
"

"exist " b " ①①with 1- (a) =× a .

and 1- (b) =y .

b.-

Thus,
✗ + y=T( a)

tT(b) atb .-•
= 1- (atb ) -
-

Since ✗+ y=T(atb ) and
atbfv we have

that ✗+y c- RCT)
.



( in) Let's show RCTI is

closed Under scalar
Mutt .

Let 2- c- RCTI qnd
✗ c- f.

FK

w

Thus
,

2- =T(c)

where#⑧É€Then,
✗co-

• dz

✗z=✗T( c)
=T(✗c) .

Since ✗ 2- = 1-
(2C ) where

✗cell

we
know that

✗ 2- c- RCTI .

By lil ,
/ in ) ,
liiil
,

RCTI

is a subspace
of W .

☒



É. Let V and W be P
vector spaces over

a field F.

Let T : ✓ → W
be a

linear

transformation .

If V1 ,Vz , . .
. ,
Vn C- V

and

V = span ({ Vi ,Vz ,
.
. . ,Vn} ),

then

RCTI __ Sean
({ TCH ,TCH ,

.

That })

W
V

RCTI

V20- • T( V21:



pruofi Suppose V1 ,Vz, . . , KEV and 49€
Vi
,
V2
,
. . .

,
Vn Span V.

Lets show TCV , ),T(V21 , . . .,T(Vn )

spans RCT!

?.z①Let y c- RCTI .

Then there
exists ☐ ??⃝

AEV where

y=T(a) .

Because AEV
and Visva, . .>

Vn

span V, we
know that

a =L ,
V
,
tdzvzt .

. .
ttnvn

where Li,
✗z,

o.o,
Ln C- F.

Thus,
y=T( a)

= Tfxihtdzvztoootdnvn )

problem so, y
c- span ( {Tail , . . .>

Tlvn )))::÷÷:÷:÷÷÷÷:÷¥!
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¥

SeeMondaynabout test 1



II¥¥¥I:* spaces
over a field F.

Let T : ✓ → w

be a linear transformation
.

If V is finite
dimensional,

then

① NCT ) is finite
dimensional

② RCT ) is
finite dimensional

and ③dimcvt-dn.iq#EYtdi:!IIYv
w



Iif: Let n= dim ( V ) . P§L
By Monday 's theorem, NCT

) is a

subspace of
V

.

Thus
,
since V is finite dimensional,

NCTI is finite dimensional [
Tnm from]
class

Also
,

if we set k= dim (NCH
)

then KEN
.
[ Thm from class]

Thus,
there exists

a basis

{ v , ,Vz , ooo, Vk
} for NCT

)
.

Let ⑤
✓
and

be the zero

vectors
for V and W .

Note that
1- COT )=O→w and

so Ñw C- RCTI .

Let's now break the proof

into two cases .



÷:÷÷÷:÷Then
,
1-1×1=0%0

1.x'_
Then
,
NCT)=V.

So
,
dim ( RCTI ) = 0 and thus RCTI

is finite - dimensional

And
,

dim (v1 = dim
(v ) to

f-
dim (Nltlltdim

( RCTI ) .

¥H



tassel %L
Then in this case RCTI contains

at least one non - zero vector

w # Ew

So
,
there exists

✗ c- V where

Tlx )= w
# Ew

✓
W

Thus,

Nitttv .

RCT)

By HW 2 # 9

We can
extend the

basis for Nlt )

to all of V.

Jay



That is there exist p⑥
Vk+ ,

s Vktz ) • • 7 Vn €¥jNb¥#+
in NCT)

where

F- { r¥÷÷f÷; ";¥÷÷÷Y
}

is a
basis for V .

V W

" "

.

Vkti •-
•
T(Vu+ , )

Vktz •
- •T(Vktz)



We will show that

P'= {Mural ,T(vn+d ,
. . ,T(vnl}

PIL

is a basis
for R (T ) .

Note once
we've done this ,

then

we will have
finished the proof

of the theorem
because then

RCT ) will
be finite

dimensional and

dim (v1 =
n

= k + ( n
- kl

= dim ( NCH )
+ ( #iI¥Yts)

= dim (NCH ) 1- dim
( RCH ) .

So
,
let 's new

show
that

p
' is a basis

for RCTI .



By a theorem from Monday
, PIL

since p={Visva, . .yVkNk+i , . . . ,Vn }

spans V , we
know that

RCT ) = span
Tlv .
)
,
Tlvzl

,
. . ,T(V4,

Tlvnt , ) ,TLVni-ib.o.TK/2g)=span({ Ew
,

Ew
,
. . .,
É
,

T( Yet , ) ,T(until , ooo ,
Tch )})

= Span§T(Vn+ ,
) ,T(Vn+z ) , .oyT(Vn )})

Thus
, p

'

spans
RCT ) .

Let 's new
show p

'
is a

linearly independent set .



Suppose P§(
ck+iT(Vrt , )tCn+zT(Vn+<)t

• . .
+ cnT( Vn ) = ÉW

Since T is linear we
have

T( cktivktitcktzvktzto.at
Cnvn) -=O→w

Thus
,
Ck+,Vk+ ,

tcktzvktztoootcnvn

is in NCT ) .

Since Nlt )
has {Vi ,Vz , . . ,Vk

}

as a
basis we

must have
that

cktilktitoootcnvn-GYtczvzt.o.tk,

for some C
, , Cz ,

• • °, Ck
C- Fi



pgioThus,

- GV ,
-
i. - -
- Ckvktckt ,Vn+ ,

+ c. otcnvn
= 0J

But P={ V , , V2, > n, Vic, Viet , , .
. . ,Vn } is

a

basis for V
and hence is linearly

independent .

So the
above equation

implies that

- C
,

- Cz = . . .
=
- Ck= Cut ,

= . . . -_Cn=
0

In particular ,

cut ,

= Cktz
= i. .

= Cn =
0 .

Thus , p
'={T(vn+ ,

) , . . . ,
1- (Vn ) }

is linearly
independent .

So
,
p
' is a

basis
for RCTI .



PIL
Reca Suppose f- :A→B

is l - l and onto where A

and B are
sets .

Then

f-
'
:B → A is defined by

f-
' (b) = a

Iff f- (a) =b .

B



Let T : R'→ IR
'

PIL
defined by

1- (51--1%-5)
Then you

can
check

that T

is a
linear

transformation
and

its 1-1 and
onto .

Let's find
T
"

:/R'→ IR?

T
- '

( I /
= (8)

iff 1-(81--15)
iff (9+1)=18 )

iff



Let's solve this system . P

(
' ' II )
I - I

±±¥G -Ha:)

f
' '

0 I / ¥ + E)
¥uelen
form

Thus, a+bb¥①②
② gives b=

-¥ + E.

① gives a __ c-
b. = c- (¥ +E)
= Ect Ed



Thus
, 1€
TY :/ =/ ¥;)

You can check
that T

"

is linear

by checking
that

FC2.Ythvj-x.FI/tazTYk/
for all V. ,

KEIR
' and dydz

C- IR .



theorem: Let V and W be vector PSL
spaces over a field F

.
Suppose that

V is finite - dimensional and p={ Vyvz ,
.  

og Va }

is a basis for V
.

pa Let w , ,wz , . . , Wn EW .

① There exists a unique linear
transformation

T : V → w where TCV ; ) = Wi for

w

⇒ " .

-

this unique linear
transformation

is

given by the formula

Tfcihtczvztoootcnvn
) ) ( * )

= C
,

W
,

t Cz Wz t  e  oo t Cn Wn

j

② T given
above is an

isomorphism

iff pi = { w , ,Wz ,
. .

,
Wn } is a

basis for W ,



pay
All linear transformations between

V and W are constructed as in

① above .

That is
,

if L : V → W

is a linear transformation ,
set

U
,

=L ( Vi ) for i  
= 1,3 .  " In

And then the formula for L is

L ( C
, Vit Cz Vat .

. . t Cn Vn )

= C
,

U
,

t Cz uz t . . .

t Cn Un

W

L
✓

,
o

- .
U I

÷ .

-
a .



proof: pg

① Let T be defined by ( HI
.

£
That is ,

TCCN
,

t . . . tcnvn ) = C
,

w
,

t . . . tcnwn

for any Ci EF
.

Let 's show T is a
linear transformation

and TC Vil= wi for all i
.

Whyis ?

Let x
, y EV and d ,

SEF
.

Since B is a basis for V
,

we

can write X=

e
,

V
,

to . .

tenthand y = d
,

V
,

t . . .
tdnvn whereEi

,
di EF .

Then ,

T ( xx tfy )

=T( He , Vito
.  otenvn)t8(dint .

. . tdnvn ))

= TC He ,

t8dDYt
. .

. t &

entsdn
) Vn ) =



He ,t8dDYt. .
. t &entfdn ) Va ) pµ

ItIe
,

tsd , )w ,
tent Kent Sdn ) Wn

=

Le
,

W
,

t . . . t Len Wn

+ Sd ,
wite  not Sdn Wn

=L ( e
,

w
,

tie . ten wa )

+ 8 ( di wit . . .
tdnwnl

Et' LT ( e
,

Vit . . .
ten Vn )

+ ST ( div ,
tint dnvn )

=L Tcx ) t ST Cy )
.

So ,
T is linear ,

Also ,

Tlv , )=T( 1. Vito . Vet  into .vn/=/ew,=w ,

vn1=T( o.v.to
. t . .

.tl.vn/--lrwn--wn

So
,

T ( Vi )=Wi for all i .



Why is T unique ? pg

Suppose S : V -3 w is another €

linear transformation with S (

Vi
) =

wefor i  
=

1,2
, . .  y

N ,

Let x EV ,

Then ,
since B is a

basis to -
V

,

X =
C

,
V

,

t Czvz tie . t Cn Vn .

And ,

S ( x ) =

SCciVitCzVztiiitCnVnl-gg.s@ciSCviltczSCv.cltintcnSCvn1_ciWitCzVztii.t
Cn Wn

J

sky=①
=

TC9YtczVztintcnvn1fETCx7gd@SqS-TonV.So

,
T is the unique linear

transf .

with Thit-

- wi Hi



¥;i÷÷÷¥⇒⇐
Suppose is

' is a basis for W
.

Let 's show that T defined by Ct )

is I - I and onto
,

and hence an
isomorphism

: Suppose Tcx ) =TCy ) for

Some
X

, y E V ,

Since p is a
basis for V

,

X = C
,

V
, t . . . t Cn Vn

and y =D
, Yt  n it dm

for Ci ,
di EF

.

Since T Cx ) = Tty ) , by def of Dwneaue

C
,

w
,

t . . . t Cn Wn = di wit , . . tdnwn

-
-

T Cy )
TC xD

S "
( c

,

- d
, ) w

,
t . . . . t ( Cn - dnt Wn = 8

By assumption , p
'

is a tin
.

ind .

set ,
so

0 = C
,

- d ,
= Cz - dz = .

. .  = Cn - dn



pgSo
,

C
,

=D , , Ceda ,
. . . , Cn=dn ↳

and hence

X=c ,
V

,
t . . . tcnvn = di Vit .  - . tdnvn =y .

④ : We need to show RCT ) = W
.

By a previous them ,
since p={ Vyvz ,

" y
Vn }

spans V
,

we know RCTKspan@TCv.b. . . TW )
.

So ,

RCT ) = span ( { This . . . ,T( Vn ) } )

= span ( { Wig . . . , Wn } )

= W
.

→

E÷÷÷÷÷ so
.

tis onto
W

.

Thus ,
T is an isomorphism .



¥ ) Now suppose T is an
Pg

isomorphism ,
ie I - I and onto .

⑥

Let 's show p
' is a basis for W

.

Since T is onto
,

RCT ) = W
.

Therefore ,

W -

- RCT ) = span ( { Tlv ,
)

, .  ,
That } )

= span ( { w , ,
. . . ,

Wn } )

So
, p

'
spans W

.

Is p
'

a lie
.

ind .

set ?

Suppose →

di w
,

ti . . . t dawn =

OwWhere di EF .

Since T is I - I and onto ,
T

'

exists and is linear ( from Monday )

and T
- '

( Wi ) = Vi for it ,
. . .

,
n

,



pgSince T
"

is linear
, T

- '

CEw )=8v
. ↳

So
,

o→v=TYO→w) = Ttd, wit  cut dawn )

= d
,

T
' '

( w ,
) t . . .  it dnt

- '

( an )

=
d

,
V

,
t . .

.
.

tdnvn

Since p
-

- Ev , , , . .

,
rn } is a

basis

and 8
v

=D ,
Y to . .

t dnvn

we get d
,

= dz =  ice
= dn = O

.

Thus
, p

' is a 1in .

ind
.

set
.

Since if d
,

w ,
t . ..tdnWn=8w

then d
,

= Az = in = da = O
.

So
, p

'
is a basis for W .



pg

Suppose L is a linear transformation
'd

and Ui =L ( Vi ) for i' 1,2 , " yn .

Then ,

L ( c
,

Vite . . . t Cn Vn )

= C
,

Lcr
,
) t . . . ten L Cvn )

§ = C
,

U
,

tic . ten Un
.

9i
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IHW1
There is an error in

the solutions .

It is a vector spaceIwillfixthis
SomETHiNGsToF0cusoN_F0_RoestfsE1@oeS.h

owing
if some subset

is a

subspace .

• Finding a basis
for V or W .

Finding
dimensions

of V or W .

• Computationally see
2550

problems
for HW

2
.

Does a
set spun

?

Is a set
linearly deplind

.

?

Is a
set a basis ?

Main
vector spaces

:

FÑ ,
RIRI , Mm,n(

IR)

• Look at proofs in HW .



theorem Let V and W be

Vector spaces over a field F.

Let T :V→w
be a 1-1 and

onto linear
transformation .

Then
,
T
"

:W→V is also
a

linear
transformation .

✓

pr
Because T

is

1- 1 and
onto ¥,[

T
- :w→v
exists as a

function . [MATH 3450]

We just need
to show

that

T
"
is a

linear transformation
.

to



Let ✗
, ,
KEF and w , ,

WZEW . P⑤
We will show W ✓

that

F' ( 4W ,
tdzwz )

nitwit c-

Then
,
there exist

V
, ,VzEV where TYW , )=V , and

T
- '

(wz) __ Vz .

By deb of
inverse,

Tfv ,
)=w ,

and T( ✓2)
= Wz .

Thus,

TTX ,
w ,
tdzwz)=TY4T(

4) + 4TH)

= T
- '

( 1- (2,4+4
"))

f- yw .

)

* = 2.Vit
✗We

= ✗
'

+
£2T"(Y

^ lt-F-cxy-xforallxc-V-P.FI



PIDef Let V and W be

vector spaces over a
field F.

① An isomorphism between V

⇒ is a
linear nation

T : v → w
that is 1-1 and

onto .

T is l - l and
onto÷÷

② we say
that V

and W are

isomorphic ,
and write VIW,

if there
exists an

isomorphism

T : ✓
→ w between

them .



1¥ This def is well-defined PK
by the following facts

that

one could
show :

① If T : ✓
→ w is an

isomorphism

then T
- ' :W→v is also

an

isomorphism .

Thus if
VIW

then
WIV .

② If T
: ✓→ W

and S
: W→Z

are
both

isomorphisms ,
then

Sot : ✓
→ Z is an

isomorphism
2-

Thus if VFW
and WIZ

then VEZ .É
= SCTCXI )



⇐ Let F- IR .
Let V=lR2 PL

and W =P, ( IR)
-_{ atbxla.be/R}

Let T : R'→ RCR) be

defined by 1- ( (a,b ))
= atbx

We will show
later that

T

is an
isomorphism .

P
,
CIR )IRZ

±+☒ 1,5 )
- •

11-5×2<+2C- 2, 1)
•
-

a -Ztx

↳ C-1,6 )
- • -1+6✗

2. (1,51=12,101-21-10
✗=2(11-5×1

T is showing that
Mand PKIRI

are structurally the same .
The elements

are just notated
differently .



theorems ( constructing linear transformations

T ; ✓ → w
when V is finite-dimensional )

Let V and W be vector spaces p¥[
over

a field F. Suppose V

is finite -
dimensional and that

P = { Vi ,Vz , .
.

,
Vn } is a

basis for
V.

PARTIJ Pick any Wywz , • oywn
C- W -

① Then
there exists

a
unique

linear
transformation

T : V → w

with
TCU ) __ Wi ,

Tlvz)=Wz ,
.
. ,T(Vn)=Wn

given
by the

formula

1- ( Liv ,
tdzvzt . . . t

Lnvn )

= ✗
'
wit ✗ zwzt

. .
.
+ ✗nw,
] (t )

for all 4,22 , . . . ,dnEF .

V2 .
- • Wz

÷
.



② T given above in part 1 PIL
and (4) is an isomorphism

Iff p '=§w , ,
Wz
,
. . ,

Wn } is

a basis for W .

Pa All linear
transformations

between

V and
W are

constructed as
in

part 1
above .

That is , if
L.

:V→w

is a linear
transformation ,

then

pick

W ,
= 1- ( r , ) , we

=L ( vz ) , . . . ,
wn=L(Vn )

and then
the formula

for L
will be

L(Lift . - • +
Ln Vn ) =L ,

wit . . .
1- dawn

W
V

as in
(4) .

L

V2 .
- a Wz

:



PLpr
We won't

do this proof

in class .

I will post
it in

on the
website on

the same day
in

the calendar
.

☒



EE Let V=Ñ and w=lR
'

PIL
and F = IR .

Let's make a
linear transformation

T : IR
>
→ IR?

Step Pick
a
basis for V=R

?

Let's use the
standard basis

p={ ( II. ( II. (9)
} = {virus

}
(from theorem

)

Step Decide where p goes .

Pick :
1- (E) = (b)

= w '

1- (f) = (f)
= we

1- (9) = (J )
= W
}

It any vectors
here



✓ = 1123 W=1R2
PI

'
(1)-

• ( E )

( El-
• (5)

(E)e-
• (¥¥:)

Then in general for any
(E) c- IR

}

we have
from the theorem

that

1-(E) =T( a. (
':/ + b. (1)

+ c- ( 91 )

= a. (b) +
b. (f) + c. (J )

* ¥
¥

= (
at 2b

- c

4b +3C )

T will be a linear
transformation .
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EXE V=lR
' PL

W =P, ( IR )
-_ {atbx / a. be IR}

Let's build a linear
transformation

between these
vector spaces .

Step: Pick
a basis

for V=lR?

Lets pick the
standard

basis p={ ( t ) , (9) }
.

Step
Choose where

each element

of B goes
.

✓ =|RZ W=P, (R)
You can

send

them anywhere .

Define T.IR
:P

,

where vi. (9) •
TC ! 1=1
TC ? / =✗



There is only one way to
make PEL

this linear transformation
.

And this is described
in Mondays

Theorem .

The reason is
as follows :

Suppose we
have VEIR?

Then ✓ = ( ab ) where
a.
be R .

So, to
define T on ✓ we

need

Tlv )=T( 8)

=T( a (f) +bi ) )

A- at (d) + bT( 9)
In order

for TlinearweJ-a.lt b.
✗

to be This is

= at bx what the

theorem
said

need also .



Thus the only linear transformation PY
T : 1R2→P, ( IR) where

1- ( 11=1
and 1- (9) = ✗

is given by
the formula

1- (E) = atbx

"

"RI

c :)
- • ☒

(8) •-
•
atbx

By Mondays
theorem this

is a

linear
transformation .

Furthermore ,
it is an

isomorphism

if and only if
{ 1
,
✗ } is a

basis for P , ( IR)
which it is

!

Thus, T
is an

isomorphism
and

R' e- RCIR ) .



FE Let's consider the vector

spaces V=lR
"
and W=Mz, ( IR) .

P

Pick the standard
basis for V=lR

"

which is F- { (E) , (E) if ;)
, ( E )}

Let's create 1124 Mz,z( IR)

the linear

transformation
where

'

1- (E) =L: :) →•(%)1-1%1=1%1
1-1%1=1 : ;)

1- (E) =L: :)



The formula for such a linear transformation

is given by p?⃝
TCE)=T(af:/+4%1+4:/ +4¥))

=
at# )tbT( E) + CT /E)

+dT( E)
has ]

+ make
=a( I :/ +bl ! ! /+49 )+d(

%)
to
be true;!]=(and ¥:)as in

btd

theorem

Thus from Mon theorem

T : IR
"
→ Mz,z (

IR) given
by

1- ( Eg ) = (
atbtd

btd

btd
Ctd )

is a
linear

transformation .



The theorem from Monday tells us P&
that T is an isomorphism

iff p'={ (1%1,1%1,1%1,11)
}

is a basis
for Mzsz ( IR ) -

Mz ,zHR)
IR
"

RCT)

i:| .

(E)- • ( i :)

( ¥1 .
- c : :)

Idea is : If P
'

spans Mz,z / IR )
,
then

RCT)= span ( p
' / = Mz,z ( IR)

and T

will be onto .

If in addition, p
'

isatin ,
ind .

set that will make

T one - to - one .



B
'
is actually riot 1in

.

ind . PIL
because a solution to the

equation

c. (8)+41 ! /
+ ↳ (8,9+41)=1%1

is

0.1%1+1.1111+1.1 : :) -1.1%1=1%1
Which shows p

' is a 1in .
dep .

set
.

So
,
T will not

be an

If you wanted
to
, you

could show

jm=i↳s
1- (E)=/

atbtdb.TL/-- ( : :)
btd

By rank
- nullity

, 3 and so

di-mk-ni-iml-Y-td.in/RCtD
" =

onto .



theorem: Let V and W be PLL
finite - dimensional

vector spaces over

a field F .

We have that VE w
if

and only if
dim ( V ) = dim (w )

.

pposedimlv / = dim (
w ) .

Then there
exist bases

B={ V. is , . . >Vn }
for V and

P'={Wawa ,
.

Wn} for
W

Where n=
dim (V ) = dim (w )

.

to



Construct the linear transformation pay
T : ✓ → w given as follows :

Given ✗ c- V, express
✗ in terms

of the basis p
as follows :

✗ = Civet
Czvzt . . .

tcnvn

Then , as
in Mondays

thou, define

1- (x)=T( c.V.
tczvzt . . .

tcnvn )

=
C
,
W ,

1- Czwzti
. -
tcnwn

So
, p goes

to p !
Since

p
'
is a basis ;

for W , by
Vn •
→

• Wn

men .

thm ,

T is
an

isomorphism .



(=D ) Suppose V and W are P⇐
isomorphic .

This means
there exists an

isomorphism T
: ✓→W .

So
,
T is a linear

transformation

that is l - l and
onto .

By HW,
because T

is l - l

we
know

that NCT)={
Er} .

V
W=RCT )

Because T

is onto

g.-TÑwwe know ☐ ☐RCT /
=W .

By the
rank -

nullity
theorem,

dimfv / = din(
NCH )tdim(RCT ) )

= dim / { Er } /
+ dim ( W )

= Otdimcw / =dim(WI . ☒



Éa_y: Let V be a finite
- dimensionalPI

vector space over
a field F. If

dimcv )=n , then VI F
?

proo Use the previous
theorem and

the

fact that dim
( Fn ) = n = dim

(V1 .

¥¥÷¥É

*÷!-
That is ,

1- (ciitczvzt . . .
+ cir ) = (¥;)

is an isomorphism between V and
F?



Some people use the term ILL
" invertible

" instead of

" isomorphism
"

-
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%

N I fixed HW I # 1kt

Recalli Test 1 is Monday 10/18 .Seelolltnotespylforsome
things to focus on .

-



4 TopicFhÉti×fiT%L
Def:_ Let V be a finite-dimensional

vector space
over a

field F.

Suppose {V , ,vz ,
. . .,vn } is a

basis

for V .

We write

D= [vi.vz ,
. . ,Vn] to mean

that

p is
an orderedbo.si#

for V ,

that is ,
the order

of the

vectors in p is given
and fixed .



D_ef: Let V be a vector space PL
over a

field F with an

ordered basis p= [V , ,
V2 , no,

Vn] .

Let ✗ EV .

Then we can
write ✗ uniquely

in the
form

✗ =
C

,
V
,
tczvzto . .

1- Cn Vn

We write

[×]p=(¥n )
and call [× ]p the

coordinates

of×withrespecttoB_
( or the coordinate

vector of ✗

T-Ép)



EXI Let V=Ñ, F- IR . FL
consider (d) , (1)
You can check that

(d) , (Y ) are

linearly independent
.

Since are two
linearly independent

vectors and
dim ( V ) = dim (

1124=2

We know that ( L ) , (Y
) are a

basis .

Thus
, p=[ ( L ) , ( i' 1)

is an ordered
basis .

Pick ✗ = (f) .

Let's find [×]p

We need to solve

(¥=a( d)
+ c. (1)
✓
coordinates for ✗



This becomes µ
(f) = 6%1+1%1

Which becomes

(f) =L +%)

This gives

5 = C
,

- Cz4=
f. it :) -E"( i :|:)

EM! -11¥
This becomes a-%==①



Thus
,
cz= -2 . P⑥

And
,
9--5+4=5-2--3 .

So,

✗ =/ f) =3
. (d) - 2. (Y )

Thus ,

[×]p= (3)
^

What if we kept
✗ = (F) but

changed to the standard
basis

p'= [ (b) it
:D .

Then
, ✗

= (f) = 5. (f)
+ 4. (9)

So
, [×]p,=( EP)



EII Let PIL
V=Pz( IR)={ atbxtcx

' / a. b. CER}

F=lR
You

can

Let

p=[ 1 , HX, It ✗
+ ✗ 2) ← show

that

these
3

vectors
are 1in .

Ind .

Since

Consider dim (RIRI)
=3

they
must

y , ,
, ,
, ,
, ,.a,

Let's find [v]p .

We need to solve

¥+312
= C

,
• It czlltxltcafltxtx

)

It
V 's coordinates
with respect to B



This becomes

2- ✗ 1-3×2=(91-4+4) . I + (s +g) .×P#

_¥
So we get

This is

C
,
tcztcz

= 2

a+←a÷reducedCz =
3

We get
Cz =3

Cz =
- l - Cz

= - I - 3 =
- Y

c
,

= 2 - Cz
- Cz = 2-

C- 4) -3=3

Thus ,
2- ✗+3×2=3

- I - 4. ( ttx)
+ 3. ( It

✗ +✗4

And [2- ✗ +3×2]p
= )



D_ef: Let T :v→w
be a ps4

linear transformation
between two

finite- dimensional
vector spaces

over a

field F.
Let p=[v , ,vz , . .>

Vn ]

be an ordered basis
for V and

let 8 be an
ordered basis

for W .

The matrix

[T]É=([Tlv ,D , /G- (riff
. - / [H
TwinEm In

vector
vector vecwtor

✓

is called
the

matrix of
T with

respecttopandT_
If ✓= W and 13=8 , then

we

just write ftp. instead of [T]
,
?



EI: Let V=W=lR
'

and F=R
. Paco

Let L : R'→ IRZ

be defined by 451=(5×+3)
You can

check that Lisa)linear
transformation .

Let p=[( 11,191]
← s¥¥Y¥lR@

Let's compute

a. =

491=(8+-1)--41--1
- (b) - 1. (9):÷÷÷⇒÷i÷÷.

output in terms of basis
for

for
'✓= IR
'

W - R2



Thus, Li

[L] ,
= (4%1) , / [4 :D p)
= ( I - i )

that
let F- [ ( I HID

← ÷;÷÷;÷[
Lets find ,

[if , = [L] ,%



"É¥L EL

LCI )=(¥11471 = a. (1)
+ c- (T )

4-i )=( 11=1-91 = b- (1)
td ( Y )

pl-vgbasisforw.in#ptiermY
of basis for

W = IRZ

f- 1122 into
L

This becomes

171--1%51 and (-91--1%+1)
This becomes

and -9=-1-+90
I =
atc

If You solve these
you
will get

a-- Z , C =
- Iz , b =

- 3- , D=
-I



so
, p :-[ ( 11,111 ] %L
KIKI?1=¥litHI

411=1-9 )= 111 (1)

Thus
,

[4,1--4] ,%
'

ya , ,,,yµ,,y]
=L : :| -1¥ :* )
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Math 4570 - Fall 2021 - Test 1

• You can only use your mind to take this exam. No help from any sources or people.

No books, no notes, no online, etc.

• Use blank paper (like printer paper) if you have it please.

• On the first page of your exam, before any of your solutions, put these three things:

(a) Your name.

(b) The time period that you chose.

(c) Copy this statement and then sign your signature after it:

”Everything on this test is my own work. I did not use any sources or
talk to anyone about this exam.” your signature

• After your name and the above statement with signature, start putting your solutions

to the problems. Please put them in order. That is, first problem 1, then problem 2,

etc. You can put each one on its own page.

• Please scan your test using a scanner (such as a free one on your phone) and put it

into one pdf document with your problems in order.

• To get a clean scan, make sure there is plenty of light, the phone is held flat directly

above the paper, and the paper is placed on a flat object such as the floor or a table.

• Please upload your answer to canvas.

The problems are on the next page.

thisisthecoverpase.hrTest 1 on Monday next
week .



Test 1- Monday PIL
No class that day .

Do the test through
canvas .

When you open
the test,

canvas
will start timing you .

Format
- computations

- proofs



ÉXI ( continued from Monday) PEL

Recap:_ L :/R'→ IRZ

451=(5×+3)
p=[ ( 11,1 :D

p :-[ ( ii.CTD

[ L]p=[D,i=( I ;)

ftp.iif?=f.Y.--%)



Let's calculate [if , Pok
IRZ IRZ

4514¥31

411--1,4=2%1+1191
0%1-391Y¥.⇒¥?÷¥÷÷

[ if;=(HID , /Eli'Dp)
=L : :)



What do these matrices do ? PS

€
Let's see with an example.

Pick ✓ = (d) o-theme.am?etheai..Ydi-s#sof V using
the

IRZ IRZ

411=(2%21--11)
The matrix

that does the
above is

[Dp=[HE -1¥ , )
Let's see :

[Dp[v]p=(¥ , / =/ E)

a- f- (8) =p flip
✓=(H=li(Ht2uy=(})=3.(!)t0-(Ñ



Let 's new see what [L]p,=[L];i P⑤
does to V.

We will show that

[L]pi[v]pi=[4vDp ,
so=ivinordinate
as its input and it

computes L
using

the input and outputs
the answer

iwnI.LI?iIYpico..di#?
Need to

solve :

v=W=;!¥;Eg
This becomes

11148 :S:)



This becomes P⑤
I =L ,

- ✗z

z=✗ ←
adding gives
3=22 ,

✗
,
= 312so,a==?⃝

The solution
is

✗
,

= 3/2

✗z=
42

So, ✓=3 (1)
+ I (1)

Thus
,
[v]µ=(%)

Then ,

[Dp . ftp.i-f?E /(E)
= (1%11%1-3441421) =/%)1%11%1 -1%141

This should be [ (V ☐pi .



Whose P' coordinates are these ? P
% ( ! ) - % (1) = ( ¥13,11

= 1%1=1 :)
=L (v )

so
,
[Uv )]pi= (¥) .

Thus
,
ftp.G ]p ,

= [Vvip ,

NowletsseewhatfifpP.cl#
I claim

that

[iii. [v]p . -_ Chip
so
,
[if ,% wants p

' coordinates asinputsandcomputes-L.ba/-gives#
the answer in P Coordinates



We have that

Hi:[v7:-(E) (E)
⇐

= (
141%11-(0×42)
(1)(3/2)+(-31/421)

= (3) = Go Dp

-



theorem: Let V and W be P
finite - dimensional

vector spaces

over a field F. Let p-fv.is, .oyVn
]

be an ordered basis for ✓ and

BE [Wywz, • • o

,
Wm] be an

ordered

basis for W .

Let L
: ✓ → W

be a
linear

transformation .

Then ,

[i'É[x]p= [4×1] pi

for all
✗ C- V.



prints Let ✗ EV .

Since p=[v , ,Vz , . . , Vn) is a
basis P⑤

for V, we may
write

✗ = X ,
V
,
tdzvzt .

. - t Lnvn

for some ✗
, ,
22 , .

.,
Ln C- F.

Then
,
[×]p=( ¥. ;)

Since p '=[w , ,
us
,
. . ,Wm) is a

basis

for W we may
write

L (4) = a , ,
W

,
+ Az ,Wzt

. . .
+ am ,Wm

L (Vz ) = a ,z W ,
+ Azzwzt

. . . tamzwm

:
:

L ( Vn ) = A ,nW ,
+ aznwzto

. . t amnwm

where aij EF.



payThus
,

[if:'-(find.si/Elv.Dpf..o/I4v.D./
Al ,

912 • o o
Ain

= ( "" A" °
" °
""

:

a am.
. .

-

a
:)

Now let's get [4×1] pi
and show that

[L ] 'p"[x]p=[4xDp ,



To get [ (D)p ' we need to

express Lcx ) in terms of p !
PSH

we have that

L( ✗ I =L (d.Vitdzvzt
. . .
ttnvn )

=L
,
L(v. It ✗< Llvzlt

. . .
tLnL(Vn )

¥fP=HaTwÉwiwn ,
+k(a÷;'thD
1- . . . t

+ ✗n(ainw.tayY.at#-amnWml

=]



Pok=/49 , ,
1- Lzaizto . . + Ln 9in ) Wi

+ (492 , tdzazzt.at/n9zn)Wz

t.o.tt/4am,tLzamzt...tdn9mn)Wm
Thus ,

ya , ,
+ dzqztiiitdn a' ^

[L( ✗☐
pi
= ( ' " '

+ """+ " " + " "" ):

2,9m ,
tdzamzt ' ' ' dnamn

" " A"
" °° " " ^

)= (921 922 ' ' ' A" (: : :

Am , Amz
• • ' Amn

=G]É[×]p ☒
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Last time we talked about PI

[ L]
,
?
'

for a linear transformation

L .

We showed that

[if:'(✗3=[4×1] ,
=
Today we will talk

about

a
different matrix .

It

will be the
matrix

that

converts one
coordinate

system
to another .



pgcTheorem:_ Let V be a

finite- dimensional
vector space

over a field
F. Let p

and p
'

be two
ordered bases for

V.

Let I
:V→V be the

identity

""" °"
""+

"#"=
V

for all ✗ EV .

Then,

P P
'

[I],É[x]p=[×]p ,
proof We

have
that fIC

[I]pÉ[×]pp=[I(
xD
,
,
=[×]p ,

thmfromWed@orpg1todagJ
The matrix [I] ,É is called theahangeofbasismat.in#mptoFT?



E Let V= IRZ, F=R .
PSC

Let F- [ ( II. (D) ← s¥¥?⃝
this basis

and E- [ ( it ,fiD←;÷d
Lets calculate [I]É .RFI :/R'→ IRZ

We hauethat\I(
I (b) = (b) = a (1)

+ bf ;)

÷÷:i÷÷*
This gives

'

(61--411+47) → (11--1%-1)

10,1--411+4-11 → 191--1 d)



This becomes pg€

l=a-b☐ and
0 = c - d

o = atb 1=?⃝
If you solve

these you
will get

a = Iz , b =
-tz , c = E) D= Iz

.

Thus,

[I];"=( E-Coppi / E- I
:D
, )

=L : :/
=

Let's test this matrix .



Pick ✓ = (3) ← random

÷w Ps4

[v]p=p(}µ
r-fsf-z.fi/+s-(9TI

Then, '

[v]pa]pi[I] ;
= E.) f)

+¥¥×
turns p

-
coordinates

into p
'
-

coordinates

= (
( £114 1- (E) ( s )

¥114441s , / =/
checking-P-kthtidz.fr#7kCi1+Kl-i)--(:E+:E1--I



What about W=(%) pgc

Then
,
w=

- 3. (d) to - (9) .

So
, [w]p=(%)

And,

[w]p,=[IT:'(w] ,
= ¥11:)

=L:÷:H:
Thus
,

(7) =w= -3=(11+47)



pgtt
Def:_ Let V be a finite -

dimensional vector
space over

a
field F. Let P=[v. ,Vy

. . >
Vn]

be an
ordered basis for V .

So
,
dim (V ) -_ n .

Define

§ : V
→ Fn by oIH=[Xp

(Note
that I depends

on
the p

that is chosen,
so
sometimes we

will]
-

[
write Ép instead of just

§

We call
§ the

canonical

isomorphism
?



⇐ ✓ =P, ( IR ) , f- =/R
PI

Let p=[ 1
,
×
,
✗ 2) ←s¥i¥①

dim ( ECR ) ) =3

§ : BAR /→ 1133

Let f. = 2-3×+5×2

Elf , / = [f) p
=

Let fz=
5- ✗

2

☒ (f.)
= (§ ) IR

}

PIRI

ñ°I5- ×:-(& )



Let's show that I really is PI

anisomorphism-Le.tvbe a finite
dimensional

vector space
over a

field F.

Let P= [
V
, ,Vz, . .,

Vn) be an
ordered

basis
for V.

Pick the
standard

basis for F) ie

p :-[EH :o)
. :( &;D

Then ,
§(v ,)=oI( tvitovzt

. . .
torn / = ( :& )

Elva)= OICO-v.tl
- Vat . . - torn / =/ :& )
:

:

§(vn1=§(out 0kt
. .it/vn/-- ( %)



%

ri- l :):

Also
,
if ✗EV and ✗ =L ,Yttzvztnitdnvn

then

oI(x)=oI(✗Yttzvztnitdnvn
/

=/¥:/ =L . /E)+4¥ /
+ "+49:)

This is the formula
we
had in a previous

theorem about constructing
linear

transformations . It
shows that

€ is a linear transformation .



⇐
The theorem also said that

since

{Elul ,EW, . ., Elul
}

={ (¥1,1 :o) , "(
°

:B
is a basis

for f-
^

We have
that § is an

isomorphism
between

V and F ?



fcommvtativediagram-fle.tvand W be finite - dimensional
P

vector spaces
over a field F.

Let L
: V → W be a linear

transformation .

Let p be
an
ordered basis

for V and

8 be an
ordered basis for W .

Let n= dim
(V ) and m=dim(wl

.

✗1-
→ Llx )

view

| EYE =/Er |FhÉsfm

[Np- [451×1*1×1],
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PIH④ finite-dimensional

③ Let V,W,
Z bivector spaces

over a field
F with ordered

bases

413,8 respectively .

Let T : ✓→
W

and V : w → Z
be linear transformations

z

✓
w

p 8

¥
Then
,
Uot : ✓ → 2- is a

linear

transformation .

Also, Got]I=[u]J[T] ?

proo HW ☒



☒ Pok

④ Let V and W be finite-dimensional

vector spaces
over a

field F.

Let ✗ and p be ordered
bases

for V and W .

Let

T
,
:V→w and I :v→w

be linear
transformations .

w
✓

T
,

0€.
If [F)1=[1-2] ! ,
then T ,

= Tz .



pgcHw5☐
② Let V be a finite dimensional

vector space
over a field F.

Let p
be an ordered basis for V.

Let Iv
: ✓ → V

be the

identity
linear

transformation .

That is , Ir
(x )=×

for all ✗ c-
V,

V

v

?⃝Iv_v=x
p

P

Let n=dim(v1 .
0 I 0

• - . 0

Then
. [Ir]p=In=(I ÷ )

0 0
- .

. I

where In is the nxn
identity matrix



pgit
theorems Let V and W be

finite-dimensional vector spaces

over a field F. Let T :V→W

be a linear
transformation .

Let p and 8 be ordered bases

for V and W
,
respectively .

Then
,

T is an isomorphism ( aired
Into)

iff [T]§ is invertible .

Furthermore,
if this

is the case

then [i
' ]%=([T];)

"



Prost pgc

(=D ) Suppose T is an isomorphism .

✓
W

Then T is one - to- o

and onto ,
and

from a theorem B y

in class,
din (V ) = dim (w ) .

So
,

13 and
8 both have the

same

number of
elements, lets

say

n elements each . # of elements

the #
of

Then , [TIE is nxn .←inPi[Columns,
# of

elements

in 8
is the

Let In
__ (¥? %) #

of rows

be the nxn
identity

matrix . ]



Let Iv :V→V be the Pgc
identity linear transformation

and Iw : W→w be the

identity linear
transformation

w
w

v v

Because T is an isomorphism ,

T
"

: W → V exists and

is a linear
transformation

( we did
this in class

)
.



pg

Then
,

[1--1] :[i;=p[Fit]Eq[It,i
H④ TbTH⑤

and

G-BET;=[%i%§[Iw]jT€
ToTw

Thus , [T]p° is invertible
and

( [+7,55--4--1] :



pgc(G) Suppose that [TIE
is invertible .

We want to show that
T

is an isomorphism .

We will
show that T

"

exists .

Since [t]p is invertible it

is a square
matrix .

Let A-- [TIE
. ]

Suppose A
is nxn .

Then p= [v. is ,
. . ,Vn]

and

8 = [w , ,
Wz ,

.
.

Wn]

Where
V1
,
.
- yvn

C- V

and W . ,
. . . ,
WNEW .



pgcLet 13=1-1-1 .
So
,
B is nxn also

.

Let B= (!? ?
"

- - - Bin

Bz , Baz -
- - B

;zn )
Bn , Bnz - -

- Bnn

From a previous theorem in class

we can
construct a

linear
transformation

U : w →
V where

UCW ,) = B. iv.
1-Baht

. -
- + Bn , Yn

U(wz)
= Biz V. +

Bzzvzt . - it
Bnzvn

:
:

÷

U(Wnl= B. nvitbznvzt
. - -
t Bnnvn
,

W

So, [v]%=B?⃝tÉtH:
n
.-Built .it/3nnVn-



¥
me.

[uot]p=[uñ7pP=p[u ]:[T] ;
H④

=BA=A"A=In= [Iv]p

Since [vet]p=[Iv]p , by
HW

UoT= Iv
.

g.ma, , ,

]
G- ou]j[T];[u]?=AB=AA"=

In

=[Iw] ,

so
, by HW To U=Iw .



Since U°T=I✓ PK
and Tov -_ Iw

we know that U=T
?

So
,
T
"

:w→V exists

and T is 1-1 and onto .

☒
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Pgc
Gradinyschemes

s¥¥ '↳gm?⃝dm%{°¥t1i→+test 2- 43
final - 42

I will pick the better of

" syllabus " or
" drop one

"

mt;;+;reaht
Monday Nov 15CoversHW3andHW



Mary: Let V be a PK
finite dimensional

vector space

over a field F.
Let p

and p
'

be ordered bases for V. Let

I : V → V be the identity
linear

transformation ⑤ (x ) = ✗
for all ✗ c-§

Let Q=[I],É be the change
of

basis matrix from p
to p !

Then :

① Q is invertible
and Q"=[I]§ ,

② If T
: V → V

is a linear

transformation
then

E)p=Q"[T]piQ-
[I]p![t]pi[I]É



proo-fi.ie#
① I is invertible and III.

[I:V→V ICH __✗ for all ✗ c-☐

The theorem for weds says that

Q=[I]E
'

is invertible
and

Q' =/[I];) [It]p?=[I]p
?

② We have that

Q'ftp.Q-G-jp?G-)pPi(I)pP'-HW-J4-tEf:LtoI]¥
Got]I=[u]g[t]g=[±]ÉÉ=[IoT] ,?=[tÑ=[t]p☒



payDef Let A and B be

nxn matrices with entries
in

a field F. We say
that

A and B are similar if

there exists
an nxn

invertible

matrix Q
with entries

from F

Where B= Q
- '

AQ

-

IntheprevioustheoemwÉ
saw that [T] , and

G) p ' are similar matrices .



pgctheorem's Let V be a

finite - dimensional Vector

space over
a field F. Let

P be an ordered basis for V.

Let T : V
→ V be a

linear

transformation .

Suppose n=dim(
V1

.

If A is an nxn
matrix with

entries from F that
is

similar to [T]p , then

A=[T]y where 8 is some

ordered basis
for V.



pis we have n=dim(V1 . Pgc

Then p= [V. , V2 , ooo,
Vn] where

V1
,
✓
2)

• • • ,
Vn C- V .

Also, [T]p
is nxn .

Since It is similar
to G-Ip

we know
that there

exists

an invertible
matrix

Q

that is nxn
and has

entries

in F and

A = Q
"

CT]pQ

Let Qij denote
the entry

in Q in row
i and column j .



That is
,

pgc

Qu Qiz ° " Qin

① = (Qzi Qzz • •
• Qzn

:

Qn ,

Qn,
• ° .

Qnn
]

Define the vectors Wi ,Wz, .
.

>
Wn

as follows :

W ,
= Quv , +

Qzikt.ootQn.vn

Wz= Qizyt
Qzz Vet ooo

t Qnzvn
o

?
.

:

:

Wn= QinVit Qznkt
. . .
t Qnnvn

this sum

So
,
Wj=É Qijvi ←runsde?⃝the j- th

e- =L Column

of Q



Let ✗ = [Wi , Wa , . . > Wn] P98L

We will now
show that 8 is a

basis for V.

Let's show 8 is a linearly independent
set

Suppose
C

,
W

,
tczwzt . v. 1- Cnwn

= ⑤

Where Ci
,
Cz ,

ooo
,
Cn C- F.

Then ,
9 (QUYTQavzt.i.tQn.vn#WztCz(QizYtQzzVzti..tQnzVn)

É+QÉtQÉ
"

= -0



Rearranging we get that Pok
( C , Q , ,t Cz Qnt

. - • 1- Cn Qin )Y

1- (C , Qz , tczQzzti.it
Cn Qzn ) Vz

t i e e e
t

1- (a Qn , tcz Qnzt
. . .
ten Qnn ) vn =

①

Since p=[4,4 , . . ,Vn
] is a linearly

independent set we
have that

C
,
Q

, ,

tczqkti.it Cn Qin
= 0

C
,
Qz , t Cz

Qzzt . .
. t Cn Qzn ?

0

:

: :

c.Qn , t Cz
Qnet ii.

+ Cn Qnn
= 0



Rewriting this as a matrix equationPs4
we get that

Qu Qiz
° " Qinµ÷.tt:1(Qz , Qzz °o° Qzn: :

n ,
Qnz" " Qnn

Thus ,

at 1=1%1
Since Q is invertible, Q

"

exists and

1¥:/ =a(÷1=a-1%1=1~ In

Thus
,
9=0 , CEO ,

. . . ,
Cn = 0 .



Thus 5- [w.in , . ., wn) is a pay

linearly independent set .

Since 8 contains n vectors and

dim ( v )=n, we know
8 is

a basis for V.

By the definition
of wj , Q=[I]J

Why ? Wj=§,

Qij Vi

±?⃝"=¥%"So the jth column
of [I] ? is

(¥÷;) which is the same
as

the jth column of Q .



pgtzThus
,

Q
- '
= ( G-B)

"

= [ IT ;=[±] ;
So
,

A = Q
"

[if Q

= [I] ; t] , [I] ?

= [its
☒
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(In between HW 4/HWS Topic) ¥

Reviewofdeterminants-IDefi-ih.net/tbeannxnmatrix-
with coefficients

from a field F.

Let Kien
and 1£ Jen .

The matrix Aij
is defined

to be the

(n - 1) ✗ ( n
- e) matrix

obtained by removing

and j - th
column of A .

thei-throw-EA-fk.EE/A.i-to :) "
"j;¥#H¥



Det: Let It be an nxn matrix pgc
with coefficients

from a field F.

Let aij be
the entry in

the i
- th

row and j - th
column of A .

① If n=l
and A=( a . . ) then

define det (A) = an

② If n=2
and A = ( aaii%)

then

define def (A)
= Auazz

- 912921

③ If n > 3 ,
then define

del- (A)

as follows .

Pick a column
j

where 11J
In .

Define

det (A)
= É C- 1)

""
aijdet (Ai ;)

Fists
e- = I

✓
an

sum
over rows
I

G- 1) ✗( n
-11

column j
is fixed matrix

This is called
the expansion of

the

detaminanta1engmnt



Note: One can also expand along pay

a row
in part ③ of the previous

definition .

To do this , pick
a

row i with
1£ ien

and replace

step ③ with its

def (A)
=
É C- 1) aijdet

(Aig )

g-=L
w

sum over the
columns j

row i
is fixed

This is
called theexpansionofthe.FI?iiiiii-iiwii-E..

One can
show

that the
final

result is the
same no

matter

what row
or

column you
expand

use bars
instead of

Det . For
example,::i÷÷F¥÷÷""



pglt

÷÷÷÷÷÷÷÷÷:÷÷
E:1

Expandonrowi-ldeta-t-t.li?i;dY.:.-A+
+ t.IE?a;;.d;tlA#

:¥¥÷i÷i÷÷¥¥i÷¥÷*



=/ 3) [-411-21431141]+1-1 / [-211--4-1-3161] to

=/3) (-41-1-11)=-01 p§[
So
,

detf} 1)
= -1

-

Usefvll

(G)
" '

c- n'
" ai
"

¥¥¥¥¥¥H÷I :)
puttin top

E-¥+7:¥:



E Let A-- f} %)
Lets expand on column

z
. f}?⃝?⃝3 1 0 (±+?⃝detf} I ;)

=EE¥+É¥+E¥¥
1-5-1%51 -6*1*1
E. ¥+1 ¥11 I

= C- 1) [4-15]-4 [-6-0]-4 [9-0]
= C- 1) (-11) +24

- 36=35-36 =①



3 I 0⇐ Let A=( & ; , ;)
r.sc

0 5 4 -2

LeHse×pand""""(?⃝¥¥+)deHA1=Ña , /¥;¥/

*÷÷:F
final:¥E1+ciIoY¥:/

Him /¥:|
-
-
-

¥÷÷EK¥É÷¥¥÷¥



pgc
=/E. ¥1 / +0+0+0
É
previously

I:÷¥:¥÷÷ and

B be nxn
matrices

with entries

from F. Then
°

.

① det (AB)
= det (A) det

(B)

② A is invertible
iff det (A)

1=0

If A is
invertible then

det / A-
' / = (det

/A1 )
"
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Same as before .

No class

that day .
Test will appear

on canvas
at 5am on the

15th until 12 noon on Tuesday

Pick your 2.5 hour windowinthattim
• I emailed the class a study

guide on
Friday for test

2
.

I put it on
the website

for

the class also .



:c

② Let T : Mz, >
( IR)→ Ma,z(R)

be given by

1- ( 9 be f) =/
Za - b

ctzd)
0 0÷÷÷..*

Let 2,13 C- IR
and ×,y c- Ma

,
>
11121

.

Then
, x=(% !:& / and y=(I:{

%)
So
,

Tlxxtpy )=
✗a.+ Paz ✗b. + pbz ✗ c. tpc)=T(xditpdz ✗eitpez ✗ f. tpfz

=



*

(✗ aitpaz ) - tbitpbz)
,
(✗c. tpcz)t2KdtµO

g
0

= (
229- db ,

✗9+2✗d) + (Zpaggpbz
13Gt

O
O O

= ✗ (
29
- bi Gtzdi ) + p (

Zaz- bz cat 2dgO O

O O

→ TIE
,

1.) + pT( % ¥1

= ✗ Tlxltptly)

Thus, T is a linear transformation .



'¥÷÷¥¥¥¥I#:*
Nn={ ( : : :-) / Had :& 1=1%1}

={ ( : :& ) / f :b =/%)}

={ (II ) / za
- b=o }

c + 2d = 0

"
This is a system be any

real
Za - b = 0

ct?⃝
(
2 -1 0

0100 0 I 2 0 )
c+z?⃝

( f
-

g
o

, :| ;)
a- ±b=o



leading variables P9⇐
a
,
a

free variables
b ,d

Let
b=t
d=s

Where t.se/R

Then
a=Eb ← a-- It

sduHi
wheres,t£☒a- It

b= t

c= -2sd



Thus , Pok
Niti = { lad : f) 1¥ ! o}={(%tte_¥)|s,t,e,f
Note that

(It
t - 2s

s e f) =

= (÷ to :/ + ( : :
-%)

+ ( : I 8) + ( 8
8 F)

= e- ( % i :/ + sci :
-

E)

+ e ( : i :/ + f ( : °o°, )



Note :

I 81=12%1-1
0+261)=(oI

0 0

1-(900-02)=(2101-0-2+2111) -1 : ;)0 0

T( °o°, :/ =(
"01-0 0-4011--1%4
0 0

1- (81,01--12101-00-210)=1%10
0

Thus, ( % ! :) ,( I :3 ) ,

1 : : :H : : :)

are in NIH
and they

span NLT ) by page
6

.



Let's show that

( % ! :| .li : 1. ( °o° , :|
,
%

( % °o°, ) are linearly independent .

Suppose

a. ( 1%1+4 : : :/
+ ask : :/

+ a. ( : : :/ =L: : :)

Y:é=T :o)
④④④-

So
,

L
,

= 0
,
22=0,

d
}
= 0,24=0 .

Thus
,
the above 4 matrices are

1in
,
ind .

and thus are
a basis for

NCTI
.

So, nullity G)
= dim (Nlt) ) = 4 .



Fu1Kiv-F@pgsLrankofTj.isTonto7.SinceTiMz.sClR1-Mz.z( IR )
,

dimensions 6

we
have from rank/nullity

theorem

that

dimlm.HN/--%¥¥¥%:!¥
Thus,
, =

4 +
rank (T )

go.rank.lt/=Z'Mz,zhRF&i#
Mz

,}
( IR)

÷J
|RCT)=rangeof→



Since the range of T
,
ie RCTI

, P
is 2- dimensional and Ma,z( IR )

is 4 - dimensional
,
T is not onto

.

In the Hwsdutionsweshow

RCH={(8 ? ) / 4B€ IR}

°""±É¥µBy HW 3 #
6
, T :v→w

since nullity A)
= 41=0 Tis Is

,

we have that
T

T is l - l

is not one -
to - one . ;ff

Nlt )={ of}
Tff

(unity it )=0



⇐
¥i:÷:É.enand Diagonal ization

D¥ Let V be a vector space
over

a
field F.

Let T : ✓
→ V be a

linear
transformation .

If ✗ c-✓

with ✗ =/ É and Tcx )
= Xx

where XEF,
then we

call ✗

an eigenvector
of T and X

the

eige-aeoesndig.ly
.

/×=OisoKaT



EII Let V=Ñ and F=R . %L

Let T : IRL> R
'

be given by

You
can

T is a
1- ( is )=(¥+1b) ←÷÷;÷÷[
We have

that
1+31-11

1- (f) = (a) +za, /
= (7) = -2 (f)

So
,
✗ = (4) is an eigenvector

with

eigenvalue
✗ = -2 [because 1-1×1=-2×3

Also ,
TlH=G¥¥y ,1=1%1--5

(f)

So
,
y = (f) is an eigenvector

with

eigenvalue
1=5 [because Tly )=5y]
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I

Test2onMonday&
• See notes from previous class

and study guide
in email

( also on website)



pgc
[ Let

V= BAR)={atbxtcx
/ a.b.CEIR}

f- = IR
can

I :P, ( IR)
→ RCR)

this is

Tlatbxtcxz
)=b+2c×}¥ÉÉ

[Note that
1- (f) = fig

transformation

BAR)
PIR)

a+Éf1- •
- •o=o

Note that

1- (1) = 0=0.1

So
,
1 is an eigenvector with eigenvalue

✗ = 0 .



PSI
De Let V be a finite-

dimensional vector space
over a

field F.
Let T : ✓

→ V be

a linear
transformation .

We say
that T

is diagonalizable

if there
exists

an
ordered

basis p
for V such that

[T]p is a
diagonal matrix

.

R:AdiamÉh
d , O e e . 0

the Arm ?⃝ ÷ :÷%)



EXI Let T : Ñ→lR
' pay

be given by 1- (5) = (41-+31)
We saw on Monday that

(f) and (7) are eigenvectors
for T .

You can check that
(f) , (f) are

linearly independent
and thus

since

there are
two of them

and

dim ( 1124=2 they
form a

basis for IR?

Let 13=[41,4+1] .

Let's compute [T]p.←[T]?⃝
1-(-11--13)=-2 (f) =

- 2. (4) to (4)

:÷¥¥¥::÷i÷÷¥



Thus , [t]p=(I f) Pok

w%E÷i÷÷Y
Let v.

= (4) , vi. (f) .

We know

p=[v , ,
vz) is a basis

for IR?

Given any
✗ EIRZ we can

write

✗ =
C

,
V
,
tczvz .

Then
,

1- ( X ) = 1- (Civ ,
+ czvz )

1- is
TEC

,
Tlv

,
It czT(Vz )

1inch ME qfzv ,
)tcz(5h )

1-(4)= -24
=
- 2C ,

V
,
+ Scz V2Tlvi=5In matrix notation we have

[t(xDp=[T]p[x]p=(É=(¥)



theorem. Let V be a finite - PL
dimensional vector space

over a

field F. Let
T : ✓ → V be

a linear transformation
.

T is diagonal
izable Iff

there exists
an

ordered basis

p=[v , ,
Vz , . .

. ,
Vn] of V

Consisting of eigenvectors
of T.

Moreover,
if this is the

case

then
X ,
0 0 •

o
o
0

0 Xz O o
- o

0

[T]p= ( 0 0 d } .
.

-

? ): : :

o
o

O

O O
O o

o o
✗ n

where ti is the eigenvalue
corresponding to vi.



proofio Tis diagonalizable

Iff there exists
an
ordered basis

P

B=[V , ,Vz, . Vn] of V such that

ie

÷ ::::÷|←[t]p=( ;
n

is

diagonal

where di
>
dz
,
. .

>
In C-Tiffthere exists an
ordered basis

P=[Y,Ve , . . .,Vn )
of V such that

Tlv
,
)= lift Ovztovzt

. " torn

T(v2 ) = Or ,
tdzvztovzt . . . torn

1- (b) = Out
Ovztdzvst . . . 1- 0th

i.
:

:
T( vnj-OYtovztovzt.i.tdr.vn

iffy



Iff there exists an ordered basis PLL
P=[v , ,Vz , .

Vn] of V

consisting of eigenvectors
of

T where
Tcvi)=tiVi

⑤ each ti
is an eigenvalue

for Vi] . ☒

Ñi?É
Let T :V→V

be a linear transformation

and p= [V , ,
Vz , . . ,

Vn) be an
ordered

basis of eigenvectors
with eigenvalues

Xi .

Let ✗ c-V.

Express
✗ =

C
,
V

,
tczvzt

. . -
tcnvn .

So
,

1- (X)
=TCqvitCzVzt.i.tCnVn1TEciTCv.1tczTCvz1t.i.tcnTCvn1Tli@a-qt.v

,

tczlzvzt
-
- - tcntnvn

TWi=di①T



Let's learn how to find the PI
eigenvalues

and eigenvectors

dimensional

vector space
over a

field F. Let

T : ✓
→ V be a

linear
transformation .

Let P
and 8 be ordered

bases

ICX)= ✗

for V.
Then ,

det (Elp)=det(
Cis )

proof [
HW

5 # 4) We
have that

det (E) p)=det(
[IIT] , [I];)

g-
det(G⇒F)det([T]o)det([IT ,} )

detCABI-detCTT.se/det(CI7F)det(CITp7--detCA1det(B,J=det((TJy)det([III. (IB )

→
=p



=det([TNdet([I¥I?Ñ )
[I]f=([±yg ,

-1

%(

on:÷¥

=detKtHdet(T¥In=(¥÷÷÷=det(Edo) - 1 na=÷elements in
B

=det( CT]g) .

☒
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The theorem from last week

showing det (ftp./--det( [t] , )
P

makes the next definition

well-defined.DE#Let V be a finite -

dimensional vector space
over a

field F. Let T :
✓→ ✓

be a
linear transformation

.

The determinant
of T is

defined to be

det(Tl =
det([T]p )

where p
is any

ordered

basis for
V.



-11€ Recall P⇐
BAR)={atbxtc.li/a,b,celR

}

Let T : B.
( IR ) → RIRI

be given by T(atb×+c×4=bt2c×
T is a

linear
transformation .

Let's calculate
det ( T ) .

Let's pick p=[
1
,

×
,
✗
2]

( ie the
standard

basis )

1- (1) =
0
= 0-1+0

. ✗ +
0.x ?

1- ( x /
= I = 1. I 1-

0.x +
0.x

1- ( ✗4=2
✗
= 0 . It 2 .×tO.X#

Thos, [+]p=[t]É=( § %)



Then,

det(T1=det(④É ? )§0
%L

a row
or
column÷÷÷:÷:Cexpand of zeros,
then

onc is zero

Éig:-
Let V

be a
finite -

dimensional

vector space
over

a field F
and

T :v→V
be a linear

transformation .

T is 1- Iiffdetftl-l-O.pro#:ByHW3lt-6Cb1,sinceT:V-V
we know

T is l - l iff T
is onto .

By HW 5
# 5cal,

detctl # o iff

T is 1-1 and
onto . ☒



theorems Let V be a finite - P
dimensional vector space

over a

field F. Let
T :v→V

be a linear
transformation .

""

""""""?⃝
TFAE

① There exists
an eigenvector

✗EV,
✗ =/ É,

of T

with eigenvalue
X .

② det ( T
- XI )=O

③ NCT-XI )
# { É }

YTFAEmc.atis the if one ofFÉÉÉ¥①②,or③
(THI) ( X ) is true

then

= -11×1 - ✗ I /✗ 1=17×1-1×1 they are
all

true



PIE: ①
D-
③ PEL

we will

prove
this like this &② @

_①i⇒③É
Suppose ①

is true .

That is,

there exists
✗ c- V,

✗ =/ É ,
where T( ✗ 1=1

✗
and def .

Then
,

1-1×1=1 I( ×
)←1Ih

So
,
1-1×1-11=1×1

= É
.

Thus
,
(T- ✗I )(✗7=5 .

So
,
✗ ENCT

- XI ) .

Since ✗ =/ É , NCT
-TI) # { 8 }

y



proofthal-30-fzo-hqsupp.se③ is true,
that is

%(

NCT- ✗ I / =/ {
8 } for some

XEF.
.

Recall that
ÉENCT-XI )

because
T-XI

is a linear

transformation
and so by

HW 3 # 1cal ,
(1--11--110-1)=8 .

Since NCT- XI )
=/ { 8 } there

exists ✗ c- V with ✗ 1=8

and ✗ c- NCT
-XI ) .

Then, CT
-11=11×1--8 .

Thus, f- ✗I )(✗ 1--8=(1--11--118) .

Since ✗ 1=5
' this shows

that

T- XI is not
one - to - one .

By our earlier
discussion ,

def (T-XI / =O .



proofthat②Ñf : pay
Suppose ② is true,

that is

det( 1--11--1=0
for some

XEF .

By our previous
discussion FXI

is not
one

- to - one .

This will
lead to

N(THI ) -1-{0-1} .

Why ?

Since T
- XI is

not one - to - one

there
exists × , ,

Xz
with ✗ ,

#Xz

and f- ✗I )(× ,
/ = (T - XI

) ( Xz) .

Then , (T- ✗ I)(× ,
) - (T -XI

)( ✗a) =
É

Since T
- TI is

a linear
transformation,

F- ✗I)( × ,
-✗a) = É

Thus, X ,
-✗ a.

C- NCT -XI
) and

since ✗
,
# Xz we

have × ,
- ✗2=1 É .



Let ✗ = ✗ ,
- ✗ a .

Then
,
✗ 1=8 and 4--11=11×1--8 .%(

So
,
Tlx ) - ✗ I(x1=É .

Thus, T( ✗
I = ✗ I(×) ] Icxkx

Hence,
Text = ✗ ✗

So
,
✗ =/

É is an
eigenvector

of T with
eigenvalue

t .

☐
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theorem Let V be a finite -

dimensional vector space over
a

field F. Let T : ✓ → V be

a linear transformation .

Let 13 be an ordered basis for V.

Then ,

det(T- XI) =
det (G) p - tin)

where
In is the identity matrix

with n= dim (V ) .

Recall I
:V→V where Ilx

)=x

for all ✗ C- V.



¥-1: we have that

P9zLg@efofdetJdetCT-tI1-detCCT-tIJp1-detfCTJp.tEXIT , )

¥14
→

T.tl#Lsf.Y=de+KT7s-tfIy
, )

[Tts]p=

GT]p=c[t]p
= det([T7☒

- t In )

Hw 5 # 2
] ☒

[I]p-



D# Let V be a finite - dimensionalPL
vector space over a

field F and

let T :V→V be a linear transformation .

Let t be an eigenvalue of
T

.

Define

E. a- 1={
✗ c-V1

= N ( T- XI ) Tex)=x×

Tlx ) -11-7×1=8÷÷:÷:÷[Edt ) is called the

eigen space
of T

The dimension

the geometric

muHipliit°abfHW
• E > (T )

is

• E > (T
) consists

of Ñ and all the

eigenvectors corresponding
to X .



D_ef: Let V be a finite-dimensional P④
vector space over a field F. Let

T : ✓ → V be a linear
transformation .

Let p
be an ordered basis for V.

Let n=
dim ( v ) .

Then the function

f- (d)
= det(T -XI)=det(

E)pit In)

is called
the

cha-ILI.SI#o+sofpolynomial-ofT-..f,-
( t ) are

the eigenvalues
of T .

If to is
a
root of f-

( t ) then

it 's multiplicity
as a root

is
called

the algebraio.mu/1ip1icityofXo-.
That is , the

alg .

molt . of to is

largest positive integer kg
,

Ythat ( X
- to)k is a

factor of ]



Ex_: Let T :Ñ→R
>

be given P⑤
- 2C

by 1- (E) = (atzbtc)at 3C

You can that T
is a linear

transformation .

Let's find the
eigenvalues,

eigenvectors ,
etc for T.

Let's find the eigenvalues
first
,

ie the roots
of ft (t ) .

We need
to pick a

basis for
VTR?

Let p= [
v

, >
V2 ,
vs) where

v.=L :') , vi. (1)
srs=( F)

P is the standard
basis

for IR?

Let's calculate
[T]p



We have
pay

1- (E)=/ 11=0.41+1-(1/+1.19)
1- ( 11--1%1--0

- (E) + z.CI/+o- (9)

1- (9) =p
= -2%1+1.111+3

- (F)

T(&)=(¥+§
É

Thus, [T]p=( ? } } )
so ,

f- (d)
=det( [if.-

tIÑ¥E§¥[
=de+((1%1-+1%11)



= de+ (( I 1- ( & I :D %L

expandoncglumnf.atfi

= - o.li ,
'

→ I + can / f - o . /
"

if
-

¥:H÷ H¥¥tF¥¥
= 0 + can[t¥!¥¥It

0

= -6×+21%-4 + 3
5- I- z✗

= - is + 5 ✗2- 8 ✗ t 4



"

""""
"€

Let
f- ( x)=anX^tan . ,X

" 't ooo 1- a. ✗ tao

where an .am . . " """ei"→An -1-0 , ao
-1-0 .

If a
rational

number ¥ is a root
of fat,

then p
divides a,

and

qdiuid
This theorem gives you

a

listofthepossiblerat-or.atroots



The possible rational
roots of PL

f. (d) = -1=3+55-81+4
are ¥ where p

divides
=4

and 9-
divides -1 .

So, 17--1--1,1--2,1=4
and 9- =

-1-1
.

This gives
that possible

rational

roots are

=
1=1,1--2,1--4 .

¥{¥= - (1)45412-8411-4=0
f- C- 1)

= - (-15+51-1)<-81-11+4--16
-1-0

So the only
rational

f-
+
(2) = 0

roots of f-
+
(X ) are

f-f-2) =/ 0 ✗ =/ and
1=2

.

f-
+
(1--4)=10



Since 1=1 is a root of f- ( t ) P⇐
we know - 1) is a factor

of f-
+
( t ) .

Let's divide !

µ
¥s"É+

÷÷:
_t4t+o4⇒%mai①

Thus
,

=H -111-5+4+-4 )



Re-cut: If r, ,rz are P
roots of a ✗2+6×+2=0

thenaxZtbxtc=a(x-r,)(x
The roots of -1741-4

are

✗ = -4±MYY= -4+-50-2--2

Thus ,
2 is a

root twice !

So
,

-5+4×-4 =-(t-z)
Thus,

f- (d) =(
d- 1) (-5+4×-4) )

=
- ( t - 1) ( x

-25
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EI: ¥

From last time :

T :/R'→ IRS 1- (E) = c)

f- (H=
-13+55-81+4
=
- ( d- 1) ( X

- 2)
2

÷÷÷÷:=algebraic I 2

in
multiplicity

as

a
root of

f-
+
(d)



PI

letlscakulate-GCTIE.lt/--{ (E) c- IN / 1-(11--1.4)}
¥-1.x

={ ( Elek / G¥¥¥1=( { I }
add

tf={ (E) c- R
' / ¥14:D

at 2C

to

={(%*Y¥¥¥ }at 2C
= 0

Let's solve the
following system :

-aa+bIÉÉa



pay

f. : -4 :)I 0 2

11:11 :|

-17+13-42, ( t 1° -7 / 8)
°re:Ir

This gives
+ 2C

= 0 leading
variables

a ,
b⑨④ free variable

0=0 C

Give free variable new name .

Let c=t .



Solve earns for leading variables . p
¥b. = C

Back substitute :

c- t

② b=c=t

① a
= -2C =

-2T

Thus ,

E. cH={ [¥1 / tell}
={tf://t.IR}
-
- span {1-11}



Let p ,=[ (Y )) . :L

Then p , spans
E , (T )

and since

13 , consists
of one non - zero ]④

vector , p , is a
tin .

Ind .

set .

So
, p , is

a
basis for E ,

(T )

The geometric
multiplicity

of

✗ =\ is dim (Elt ) )=£s¥?⃝
Let's calculate

Ez (T ) .

Edt ) __ { (E) c-RYTf{
f- 2. (E)}
tE×

={(Eleni / f¥¥¥)=(¥1 }



=p { (E)
c-RYE ¥14 :o)}%La + c

add
a
tc = 0

(÷;)
Lets solve→:¥÷¥]
f. : :| :/ ±÷yi

: :p
lol

8)
I 0 I

ft : :| :)
- 12,1-123-3123 o o o

0

This becomes

⑨tc?⃝
leading variables
a

0=0 free variable

b
,
c



Set b=t PIL
c = 5

Then
,

a = - c =
- s{¥Wheres,

So
,

E. (T1 = {[¥ ) / STER}

={ (E) +1¥ ) / ster}

={s(F) + tl://s.tk}
= span /{111,1%1})



Let p÷[ (11,1 ;D . %L

Since (F) (f) are not
multiple

of each other , by
HW they form

a linearly independent
set

.

So
, Pz is

a basis for E.
(T )

.

Thus
,
the geometric

multiplicity

of 1=2 is dim (ECT ) /
= 2

÷÷÷÷÷÷÷÷i÷÷÷¥÷É:*.



Let p=p,upz=[ (T ) , (F) YID%L
One can show p is a basis

for IR?

What is [T]p ?

1-(11--11)=1.111+0-(71+0.11)
1- (F)⇒ F.)

=-0 . (F) +2 - (f) +0-(81

411--41)=0.111+0-(1,1+2.11)
So
,

It]p=( ! § § )
Thus
,
T is diagonal izabk



Let Pak
T : 1311121→ RIRI

1- (f) = f
'

1- (atbxtcx
' / = btzcx

Let's find the eigenvalues of T.

Let 8=[ 1.x , ✗
']

Then,

T( 1) = 0=0-1+0
- ✗ to

- xd

TCH = I = 1. It 0.x
to - ✗

2

T(✗4=2 ✗
=
0.1+2 - ✗ to

- ✗
2

Thus ,

A.=/ § ! ;)



Thus, PIL

f- ( t ) = det (G)it Is )
= de+ (( I %) - ( & ¥11

= det I E)
o o

-X

texpandonthiscolunnf-Q-t.IT
=
- × . 1-¥ to

to

=
-+ [5-0]

FÉ =
- i

= - ( f - og
3



Since f- (d) = - ( f - o ) } p⑤

✗ = 0 is the only eigenvaluec.FI#
and it has

algebraic multiplicity 3 .

Lets calculate E. (T
)

.

Eftl
= { atbxtcxzc-P.HR//T(atbxtcx4=O(atbx+cx4}

={atbxi-c-ic-P.dk/b+¥=¥
={ a taek} or

= { a. 1) AER}=span({
1 })



Thus
, p=[ 1) is a basis for E.lt/.PgzL

So
,
1=0 has geometric

multiplicity dim ( ECT ) ) =/ g
#fYFs

÷÷÷÷÷÷¥÷;:÷÷÷÷÷:c£
In this example

there aren't

enough eigenvectors
to diagonalize

T
.

It turns out that
T

is not diagonalize
able .

We

need 3 1in .

ind .
eigenvectors

and we only have I
.



P

Hw 5 will be on
Final .

Hw 6 not on
final .

sturtdoingprob-emt.co/@H-w5and any
others in

Hw5Yonca#
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t_iaxm TL
• Weds Dec 15

• opens at
5am on

Weds 12115

and closes
at 12pm noon on

Thursday 12116 .

• You will get
a 3hr

window

to take the exam

• covers
:

- Test 1 material

- Test 2
material

- Hw 5 - Eigenvalue / Eigenvectors



Lemme Let T :V→V pay
be a linear transformation

where

V is a vector space
over a

field F.

Let V1 , V2, ooo,
Vr be eigenvectors

of T with eigenvalues Liz,
. . .ir

such that Xi
=/ Xj when it j

.

Then
,
Vi , V2 ,

.
. .

,
Vr are

linearly

independent .

[So,
eigenvectors from

different /distinct

eiycnspaces are linearly
independent

]
proo We prove by

induction on r.

Baseca Suppose r=l .

Suppose v
,
is an eigenvector

of T .

By def of eigenvector
V ,
-1-8

By HW 2 # 6, { v , } is a
linearly

independent set .



Induction.

Suppose any
k PL

eigenvectors of
T with distinct

eigenvalues
are linearly independent .

Nowweproveforktl_
:

Suppose V1
,
V2
,
. . .,
Vk ,Vk+ ,

are eigenvectors

of T with corresponding eigenvalues

Xicz , . . .tk/k+ ,
where Xi =/ Xj

if i -1-5 .

Consider the
equation

9VitczVzt.a.tckVntCnnVki-F0H@WhereCijC2ji.yCkt ,
can be in

F.

Apply T
to 11--1 and

use
the

formulas 1- ( Vi)=tiVi
and 1- (E)

=É
.

This gives To



We get p⑤
TCC ,Vit . . . . + cut ,van ) = 1-(8)

which becomes

a TCY ) t . . - . t cut ,
T( Yet , ) =

%
Which becomes

ci4Yt-itcktkVntCktitktiVIz@YTY.I:÷÷+¥÷÷÷*ñ÷
compvtingcx-t-s-ct-t-t-lw.ge#f?*cTitk+i)YtCz(titk+

, ) V2 t
. . .

i.tcnik-tn.tl/Vk=0#



Since we have k eigenvectors v1
,
. ..dk P§(

with distinct eigenvalues we can

apply the
induction hypothesis and

get that vi.
V2
,
. .

, Ya are
1in .

Ind .

Thus (***
* ) gives

a Cd ,

- Xk+ , ) = 0

Cziz - ✗ K+ , )=
0

:
CKCXK- diet , )=

0

Since

X
,
- tut , -1-0,

didnt , -1-9 - - - in- trait
0

we must have

C
,
= Cz = . . .

= Ck = 0 .

Plug this back
into (4) and get

ckti Vkt ,
= Ñ



Since Vut , # É the above equation P
gives cut ,

= 0 .

Thus
,
C

,
=Cz= - - .

= Cu = Cut , = 0

are the only solutions
to

Civita - . + cuvkt Cut, Viet ,
= É .

So
,
V. ,

V2 ,
-
. .,
Vk are

linearly independent .

iii.¥I÷¥¥¥%onHim
,
,

1111



theorem: Let V be a finite - PIL
-dimensional vector space

over a

field F. Let
n=dim(V1 .

Let T
:V→V be a linear transformation

Let t.cz , . ..ir
be the

distinct

eigenvalues
of T.

Let n . , . . . ,nr
be their geometric

multiple
-dies,

ie ni
-

-
dim ( Eject ) )

For each i ,
let

Bi = [Vi, , , Vi ,z ,
ooo,
Vi
, ni
]

be an
ordered basis

for Eti (T )

7.



Let PLL
13=13 ,

U Bc U . - - U Br

= [ V. , , ,Vyz , - ., V1 , n ,

← basis for
1 E > , (T )

V2
,
I
,
V2 , 2) • • • J V2,nz ,←

basis for

•
Exact)

:

V51 ) V42 , . .,
Vr
, nr] ←

basis
for

Ear (T )

Then
, p

is a linearly independent
set

.

never, B. might
not be

a
basis]for V .

Moreover ,

13 is
a
basis

for V

Iff hit
. . . + nr =/ is /

=

niffT is diagonal izablc .



proof.vefirst show p is a
1in

.

ind .

set .

Suppose

E.in?iai.nvi.n--o#*
Where Cik

E F.

G0a Show Ci,n=O
for all ik .

By HW 5 # 6,
E > i(Tl

is a

subspace
of V .

Thus ,
since Vi, , ,

ooo

,
Vi
,ni
E Eti (T )

we know ni

Wi
= §

,

Cik Vi,k

is in Exi (t ) .



So
,
1*1 becomes

witwzt.n.twr-J~frkttin-J.iti?⃝\inC
We will now show that

W
,
= Wz = . . .

= Wr
=
É

.

Suppose this
isn't the

case .

By

reordering /
renumbering

if necessary,

there must
then exist

m
with

11 Msr
and Wi -48

if Isis
m

and wi=o
if meter



Thus (** 1 becomes PIL
WitWzt...tWm=É(tkk
But then since

each Wi is
in E> ICT)

and non - zero,
we have

m eigenvectors

Wi
,
.
. .,
Wm with distinct

eigenvalues

t , ,
.
. . ,
In

satisfying the
dependency

relation (
*tk )

ie t.w.tl.wzt.it/.wm--
É

.

This would
contradict the previous

lemma .

Thus
,
W

,
=Wz=

. .
.

= wr=É

↳ wi-E.ici.uvi.io#**F-*
for each i



But by assumption, ,pµ
Bi=[Vin, , , Vin , .

. - , Vini]

is a basis
for E > ict )

and

hence 13 is a 1in .

ind .

set
.

Thus from ( *+
** )
,

Ci,k= 0
for all
i
,
k .

Thus
,

we've done
it !

13=13,0%-0 Pr
is a 1in .

ind .

set
.

Moreoverpart :

since p is a 1in .

ind .

set and

n=dim( V1 , p will
be a

basis

for V iff 1131 __n=
dim (V )

-

hit nzt . . .
1- Mr



Now we will show n=n,t
. . - + nr p

Iff T is diagonal iz able .

[ Recall : ni-dimc-th.lt/),n--dim(VD
(G) Suppose T is diagonal izable .

This means there exists
an
ordered

basis 8 of V of eigenvectors
of T .

Let 8i= 8
ME> e. (

T ) for it ,
- -yr .

Then
,

8=8 ,
V82V. . - U Jr

.

Then,n=dim(s÷f1)=Édim(sparks
;) )

e- =L

T

dimly

And dim.gg?;DEdimlExiCtl1--niofEyilt1



Thus
, P

n=Édim(span(0iDE§,ni=ni+...tn&✓e- =L

But since p is a
1in .

ind .

set with

hit nzt .
.
-
+ Mr elements

and

they
sit inside

V with
dimlvtn

we
must have

nitnzta-ntnrEn@Bytheabeuetwoeqvalionsn-nitnzt.i.t
Nr .



⇐D) Suppose
that p

A- hit
. . .
1- Mr.

Wdinlvihtteementsinp

Then
,
P is a basic

for V

consisting
of eigenvectors

of T .

[Because we know p
is a

1in .

Ind .

set
.

and if Ipkdimcv
)

it must span
V also .]

Thus T is diagonal iz
able

.

☒
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about eigenvaluesOneig
Let V be a finite-dimensional

vector space over
a field F.

Let T : ✓
→ V be a linear

transformation .

Then :

① Let ✗ be an eigenvalue
of T.

Then, algebraic
geometric

1 £
multiplicity £

multiplicity

off mu¥¥¥oft
as a

root
dim (Ext"

of ←
haractaistic

polynomial
of T

② T is diagonal izable
iff

molt .
of -1 )

(
geometric

multi ) = (
algebraic

of ✗

for all eigenvalues
✗

.



1-1-1%01 Is

T : 1311121 → BAR ) ] You can
check this

is

a linear

1- (f) = f-
'tf

"

transformation

¥÷÷T Ban

13=[1,4×3×3] ← s¥¥
Make [

T]p

1- (1) =
0+0=0.1

+0×+0×70×3

1- ( X )
= 1 to

= 1. It
0×+0×40×3

1- (E)
= 2×1-2=2

. I
+2×+0×40×3

1- (✗31=3×2+6*-0
. It
6×+3×40×3

0 0 2
6

a-a:(; ; ; ;)



PIL
f-
+
( H = det ( [ TIP

-XI y ).

0 I 2
°

o ✗ 0 0÷:X : : : :) -1: : : :p0 0 2 6

o o
o X

=de+f¥±)÷:
=
-x¥+#É+o
¥¥T÷÷

"

+0+0



= C-d)C- d) [(-111-1)-131101] If
= 14=(-1-0)

"

so
,

✗ = 0 is the only
eigenvalue

with algebraic
multiplicity

of 4 .

Eigenspacetr.me#--O.(atbxtcx7dxYEo(Tl--(a+bx+cx2+dx3/T(atbxtcxtdx
't }

={atbxtcxtdx
' / (
bt2c×t3d×4t(2ct6d×1}
= 0+0

☒
+0×2+0×3

= { atbxtaitdxs /
(
bt24t(2ct6dlxt3dx2 }
= 0+0

☒
+0×2+0×3

2<+61--0
we need

to solve bt2czy=?⃝



= 0

b+E+gg-?⃝ i
€

✓ R} by
3

leading variables

b- a ,d
⇒ free variable

a

a=t

③ d=0

② c=
-3d=

-367=0

① b=
-2<=-261--0

÷÷t
Edt)={ t / tell}={

tilter}

=span({ 1 } )



%
for E. ( X )

Thus , geometric
mutt . of

✗ is 1 .

÷÷÷÷÷ :*
.

basis
for

Is T diagonal
izable ? ]

Not enough
eigenvectors .

We only
have I 1in .

ind .

eigenvector .
We need 4 to

diagonalize
T because

dim (BARI )
= 4 .



PILHWI
② Let V be a finite

- dimensional

vector space
over a

field F.

Let p=[v , ,
v2 , .

. ,
vn] be an

ordered basis for V.

Let Ir :
V → V

be the
identity

transformation . [Ir(x1=x
txev]

n=dim(V ) .

Show [Iv]p=
In where

proof:_ We have

Ivcv ,
) = V ,

= I - V , to
Vztovzt . .

.
torn

Iv ( vz )
= V2

= OV , 1-
I Vztovzt

. .
. torn

Iv (Vs
/ =

V

?
= OV ,

1- Ovztlvzt
. .

.
torn

:
°

!
•

Iv (
vnt-vn-ohtovztovzt.at/Vn



PILThus
, , o o - . . 0

[Iv]p=(
° ' ° '

-
' °

? ? !
- -

' :?) -_ In
00 0 -

.
. I

☒

f.d.vÉ=
⑥ T :v→V

1in .

trans .

(a) Show
C-✗(T )

is a subspace
of V

shorterway-E.lt/-,=N(T-XI
)

sn;÷
and nullspuce

is

always a
subspace .
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