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①

Def Let V and W be vector spaces

over a field F. Let
T : ✓→ W

be a function between them .

We

say that
T is a lineartransformation

if for every V
, ,
V2 EV and ✗ EF

we have that

① Tlv , 1- Vz )
= Tlv ,
It Tcvz )

and ② 1- ( ✗ V , ) = ✗
• TCV ,

/
w

Vit V2
- • T(Ytve ) = Tlv , )tT(Vz)

✗ V ,
•
- • THY ) = ✗ Tlv,

)

People sometimes say that
T

"

preserves
" vector addition

and

scalar multiplication



You can condense ① and ② ②

into one condition
:

TK ,Ytdzvz
)=aT(4)+ ✗<Tts)g,a,,,µ,ymaµ,,÷

We define the
nullspace-cork-erne.tl

of T to be

NCTI -_ { ✗ c- V / TAKE }

Where Gw is the zero
vector of

W .

W
v



We define the range_ ( or image
) ③

of T to be

RCTK { 1-1×1 / ✗ c- V }

W

Comments we will show
later that

§(T1isasubspaceofVRCTI is
a subspace of W



If NCT ) is finite-dimensional
④

then we call
the dimension

of NCT ) the nullityoft
and write

nullity (T )
= dim ( NCT ) )

If RCT ) is
finite - dimensional

then we
call the

dimension

of RCTI the
rank

and write

rank /T )
= dim ( RCTI

)



ELI Let T : → IR
≥

be defined by T( ×,y,z)=(× , y ) ⑤
Here V=lR3w=lR}

F- = IR .

For example ,

T( bit , to)
= ( 1,1T )

1-(-1,1-2,3)=(-1,1-2)

TieatrmaH:
Pr◦o Let vi.

KEIR
≥

and ✗ EIR .

Then, V ,
= (X , ,Y , ,Z , ) and

Vz=( Xz, Ya , Zz )

Where Xi ,
Y , ,
Z , ,

✗2,12, Zz
EIR .

① Then,

1- ( Vitra )

= 1- ( (Xi , Y , ,Z , ) + (Xz ,
Yz ,
-221 )

=T( ✗ it ✗2,9 ,tYz , 2- it Zz ) }



= ( × ,tXz , 91+92 ) ⑥
= ( × , ,

Y , / + ( Xz ,%)

= T( × , ,Y , ,Z ,
)tT(✗2) Ya , Zz )

= Tlv ,
/ + 1- ( vz )

② We also have
that

1- ( LY ) = T(
✗ ( × , ,y , ,z ,

) )

= T( ✗ × , , ay , ,
✗ Z , )

= ( ✗ × , ,
dy , )

= ✗ • ( × , ,
Yi )

= ✗ . 1- ( × , > Y , ,Z , )

= x.TW '
)
☒



NuHspaceofTJ : ⑦

NCT ) = { ( x ,y,z)ElRˢ / TCX,y,z)=(0,01}
-

= { His ,zHRY
}

={(qo,z)/zc←
= { z.co , 0,1 ) / 2- c- IR }

= span ({ (0,0, , ) } )

Let 13={1%0,11} .

Then 13 Spans
NCT ) .

By HW 2 # 6 since p
consists of

one non
- zero

vector, 13 is
a

linearly independent
sets

so
, p

is a basis
for NCT )

and

nullity (T)
-_ dim (Nlt ) ) =

1%94%45
in)

= 1-



f- 1123 AM W=%

*
⑧

✗ ☆p

tT-is { (0,911 }

Rang
RCTI = { this ,⇒ / ( x ,y,z)E1R3 }

= { (Ky ) / ( × , y ,z)ElR3 }

= { ( ×, y ) I ×, YER
}

= IR
≥

Thus, rank A)
= dim ( RIT ) )

= dim ( 1124=2



⑨

✓= 1123 nz T Y

i

RCH = IRZ

N÷÷==n¥s⇔IʳÉ



EI Let n ≥ I be fixed and ④

T : Pn ( IR )- Pm ( IR)

p¥ ¥É
of degree ≤ n- I

≤ n

where 1- (f) = f- !

Here f- ' is the
derivative

of the

polynomial
f.

transformation :

Ie¥%ipR .

Then ,

1- ( fitfz)=( f.
tf

Ad

and

1- ( ✗ f.) = (✗f)
'=↓✗f ,'=aT(f ,

)

☒



NuKspaceof ④

NIT / =

= {a.taixtn.tanxnltcaota.it
. .
.+anxY=Ñ }

= { a. + a. ✗ + a.
tanx

" / a ,t2az✗t .
.
- thanx"=8}

8T 8

= {aotaitiatanx
" / a ,=a< = .

"=an=o }

polynomials
= { % / a. EIR } ←

constant

= { a. • 1 / a. c- IR }

= span /{ 1 } )
Let p= {

1} .

Then P spans
NCTI .

Since p
consists of

one non
- zero

vector

by HW 2 #
6
,

13 is a 1in
.
ind .

set
.

Thus , p
is a basis

for NCT ) .

So
, nullity (f) =(#

elements in / = 1 .

basis 13



Rangeol ④

I claim that
T is onto .

That is, RCT/
= Pm ,

( IR) .

Let a. ta ,
✗ + ii. + an - ,

✗
"' ER _ ,

( IR ) .

✓ = Pn CIR ) W=Pn-KIRI

7

$t÷Ñ÷+++I
-

Integrate
and notice that

ao✗+ ¥ ✗4- . . . + asf ✗
^

C- Pn ( IR )

and

T(a.✗
t¥×I . . . +

a
✗

^ )

= Gota ,
✗ 1- ◦ . .

+ an- , ✗
" ' '

Thus , T
is onto Pm ,

( IR / =W .



Thus, ④

RCTI = Pm ,
( IR ) .

So
,
rank (T ) = dim

/ Pa ,
( IR) )

= ( n - 1) + I
= n .

N.ie#dim(Pnf-R)=nul1ity(TltrankCHntl--ltn-



④

Another way to
make a linear

transformation is by matrix

multiplication
Def Let F

be a field .

Let A be an mxn
matrix with

coefficients
from F.

We can
construct a linear

transformation

↳ : Fⁿ→ Fm

where ↳ ( x )
= Ax for any ✗ c- F?

[Here Ax is
matrix multiplication

]

LA is
called theleft-multiph.ca/ion-A-÷¥¥result



④

No LA above is a linear

transformation because if

×
, YEF

"

and xp c- F then

L( ✗ ✗ + py )=A(✗ ✗ + py )
*

= Alix / + Alpy )

J
of¥;¥?→= ✗ A ✗ + PAY
matrix

= ✗ ↳(✗ 7+134+191
☒



E Let F- 1C . ④

Let

A=(
i 'ti -3

-

si- i -i
0 I

be in Mzxs (t ) . •-
Then

,

LA : ¢3
-

¢2

where

↳ (E) = A. (E)

=/
i 'ti -3-5^-1/11
0 I

- I - i



For example,

◦ i
- i -i / (

④

↳ / =/
i 'ti -3 -si

= (
( iki ) + ( Iti ) (1) + C-

3- Si ) (zig
⑥ ( it 1- (1) (1)

1- 1- til /Zi )

10 -Si

= (
it Iti - bi

- ni) =p f- , _ zi )
0 1- I

- Zi +2^-2

i
¢3 ¢2

II.1- E-



Theorems Let V and W be rector ④

space, over a
field F. Let

T : ✓→ w be a linear transformation
.

Let 0T and Ew
be the zero

vectors of V
and W respectively .

Then
,
1- ( OT / = 0% .

PICTVREML

pro ( HW problem)
✓ w

we have that

1- (E) = 1-10%-0%4
= 1-(0%+1705)
↑

Tislinea
Thus, 1-

(E)=T(É)tT(r )
in W .

Add the additive
inverse

- 1- (OT ) to both
sides To



④
to get that

= -k¥
+ toil

so
,

Ew =

Thus
,

T( E) = Ñw - ☒



theorems Let V and W be ④
Vector spaces over

a field F.

Let T : ✓ → w be a linear

transformation .

Then :

① NCT)={ ✗ EV /
TCH __ Ew }

is a
subspace

of V

and

② RCT / = { 1-
(x ) / ✗ EV}

is a subspace
of W .

W

°



proof: Let 0T and Ew be ④
the zero vectors

of V and W .

① Let's show
that NCTI is

a

subspace
of V.

( it By the
previous

theorem
today

we know
that 1-(E)

= Ew .

This tells us that
C- Nlt ) .

Iii) Let's show
NCTI is closed

under t .

Let ×
, y

c- Nlt ) .

Then, Tcx
) = Ew and

1- ( y )
= Ew .

So
,
1- ( ✗+ g) = 1-

( x ) + 1- ( y )

II E. + Ew = Ew

¥i thus , 1- ( ✗ +9) = w
'

so
,
✗+ y E N (T ) .



V W ④

✗+ y
-

( iii. ) Let's show Nlt )
is

closed under scalar
Mutt .

Let ZENCT)
and ✗ c- F.

Since 2- c- NCTI, we
know

that 1- ( z )
= Ew .

Thus,

1- ( xz ) = ✗ T(z )

sinceT.n.ie#Fx.8w--Ow



④

Thus
,
T(a) = Ew .

So
,
✗ ZE NLT ) .

W

¥☐=-
By lil , Iii

)
,
and Ciii ) we

have that
NCTI is

a

subspace
of V.

to



② Let's show RCTI is a ④
subspace

of W .

Recall Rct /
= { T(✗ I / ✗ EV }

G) Because
Ñw=T( Eu )

and ! c- V we
know

that Ew C- RCTI .

( in) Let's show RCTI is
closed

under t .

Let ×
,
y c-

RCT ) .

"" "
"

Éexist 9b€
"

☐$with 1- (a) =✗ a .

and 1- (b) =y .

b.-

Thus,
✗ + y=T( a)

tT(b) atb .-
= 1- (atb ) -
_

Since ✗+ y=T(atb ) and
atbfv we have

that ✗+YERCT) .



liii) Let's show RCTI is

closed Under scalar
Mutt .

Let 2- c- RCTI qnd
✗ c- F.

⑤

W

Thus
,

2- =T(c)

where ⇐
V.$$$TThen,

✗ Coo-
• ✗ z

✗ 2- =
✗T( c)

=T(✗c) .

Since ✗ 2- = 1-
(2C ) where

✗CEV

we
know that

✗ 2- C- RCTI .

By lil ,
Iii ) ,
liiil
,

RCTI

is a subspace
of W .

☒



Lemmai Let V and W
be ④

Vector spaces over
a field F.

Let T : ✓ → W
be a

linear

transformation .

If V1 ,Vz , . .
. ,
Vn C- V

and

✓ = span ({ Vi ,Vz ,
.
. ,Vn} ),

then

RCTI -_ span
/{ TCH ,TCH ,

That })

w
v

RCT )

V2- ◦ 1- ( Vz ):



pruofi Suppose V1 ,Vz, . . , VNEV and
④

✓
c)
V2
,
◦ • o

,
Vn Span V.

Lets show TCV , ),T(V21 , . . ,T(Vn )

spans RCT ) .

!Let y c- RCT ) .

Then there
exists ☐ $$

AEV where

y=T(a) .

Because AEV
and Vyvyan, Vn

span V, we
know that

a = ✗ ,
V
,
ttzvzt .

. .
ttnvn

where Li,
✗z,

◦ .,
✗
n
E F

.

Thus,
y=T( a)

= Tfxihttzvztoootdnvn )

problem so, y
c- Span / {THI , . .>

Then )))::÷÷÷:::÷:::::¥:



⑧I¥!¥I:msn.es
over a field F.

Let T : ✓ → w

be a linear transformation
.

If V is finite
dimensional,

then

① NCT ) is finite
dimensional

② RCT ) is
finite dimensional

and ③dincvt-dn.iq#YIY+dia?fYIYv
w



PIF: Let n=dim(V1 .
④

By Monday 's theorem, Nlt
) is a

subspace of
V

.

Thus
,
since V is finite dimensional,

NCTI is finite dimensional [
Thm from]
class

Also
,

if we set k= dim (NCH
)

then K ≤ n .
[ Thm from class]

Thus,
there exists

a basis

{ v , ,Vz , . . ,Vk
} for NLT

)
.

Let ⑤
✓
and Ew be the zero

vectors
for V and W .

Note that
1- ( Ev ) = Ew

and

so C- RCTI .

Let's now break the proof

into two cases .



÷::::""÷Then
,
Tlx)=É

/

Then
,
NCT)=V.

So
,
dim ( RCTI ) = 0 and thus RCTI

is finite - dimensional

And
,

dim (v1 = dim
(v ) to

dim /Nltlltdim
( RCTI ) .

¥¥%



case2.su#eRCt=-w3 ④
Then in this case RCTI contains

at least one non - zero vector

w≠Ew

So
,
there exists

✗ C- V where

T(× ) = w
≠ Ew

✓
W

Thus,

Niti =/ V.
RCT)

By HW 2 # 9

we can
extend the

basis for Nlt )

to all of V.

Jg



That is there exist

Vkt ,
she+2) • • %

Vn C-¥N¥+

④

in NCT)

where

F- { ;!÷;%→;ʰ;¥÷:¥
}

is a
basis for V .

V W

" "

Vkti •_
•
The + , )

,µ , .-.,µ



We will show that

P'= { 1- ( Vien ) ,T(
had , . . ,T(vnl}

④

is a basis
for R (T ) .

Note once
we've done this ,

then

we will have
finished the proof

of the theorem
because then

RCT ) will
be finite

dimensional and

dim (v ) =
n

= k + ( n
- kl

= dim (Nltllt / ¥4,791T)

= dim (NIH ) 1- dim
( RCH ) .

So
,
let 's new

show
that

p
' is a basis

for RCTI .



By a theorem from Monday
, ④

since p={4) V2, • •yvkiheti , . . . ,Vn }

spans V , we
know that

Rft ) = span /{ Tlv .
)
,
T(v21

,
. . ,T( Vn),

Tlvnt , ) , Tlvntz
)
,
.IM })

= span /{ Ew , Ew , • ◦ ,
É
,

T(Until ,T(until > ◦ ◦ ◦ ,
T(Vn ) })

= span /{ T(Vn+i,T(Vn+z ) , . . ,T(Vn
Thus

, p
'

spans
RIT ) .

Let 's now
show p

'
is a

linearly independent set .



Suppose ④
Ck+iT(Vrt , )tCn+zT(Vmi ) t

• • ◦
1- cnT( Vn ) = ÉW

Since T is linear we
have

T( cktivktitcktzvktzto.at
Cnvn) _=w

Thus
,
Cktivktitcktzvktztoootcnvn

is in NCT ) .

Since Nlt )
has {Visva , . . ,Vk

}

as a
basis we

must have
that

Cktivkt ,
+ ◦ ◦ ◦
tcnvn-GYI-czkt.o.tw

for some C
, , Cz ,

• ◦ °, Ck
C- Fi



④
Thus,

- GV ,
-
" - -

- Ckvktcktilnt , + • • ◦
tcnvn =

But P= { V , ,
V2
,
> →
Vic, Vuh , . _ . ,Vn

} is a

basis for V
and hence is linearly

independent .

So the
above equation

implies that

- C
,

- Cz = . . .
=
- Ck= Cut ,

= . . .
= Cn= 0

In particular ,

cut ,

= Cktz
= ' _

.

= Cn =
0 .

Thus , P'=
{ Tcvnt ,

) , . . .
,T(vnl }

is linearly
independent .

So
,
P
' is a

basis
for RCTI .

☒



④

Reca Suppose f- :A→B

is 1-1 and onto where A

and B are
sets .

Then

f-
'
:B → A is defined by

f-
' (b) = a

Iff f- (a) =b .



FE Let T : Ñ→1R
≥

⑧

defined by

1- (51--1%-5)
: ( Like Hw problem

2)

%I linear.
• Show

NCTI = { 8}
and dim (NCT

11=0→
T is

I - I.,,,,mµmµµµ,ww,,,,=,,z→,i,o&
Let's find

T
"

: IRI IR?

T
- '

( I /
= (8)

ift 1-(81--18)
iff (9%1--18)

atb = C

iff a-$



Let's solve this system .

(
' ' I :)
I - I

E%(◦
'

-

'

a / a:)

⑦

(
' ' '

0 I / ⇒ + E)
¥6bn
form

Thus, a+bb±+!②
② gives b=

-§ + É .

① gives a = c-
b. = c- (⇒ +E)
= Ect Ed



Thus
,

④

TY :/ = ±:)

You can check
that T

"

is linear

by checking
that

TIL ,v , + ✗ is)=✗,TÉYlt✗zTTk
/

for all V. ,
KEIR

≥ and hi , KEIR .



theorems Let V and W be ④

Vector spaces over a field F.

Let T :V→w
be a 1-1 and

onto linear
transformation .

Then
,
T
"

:W→V is also
a

linear
transformation .

✓

pr ⑦Because T
is

1- 1 and
onto ¥[

t
- !w→v
exists as a

function . [MATH 3450]

We just need
to show

that

T
"
is a

linear transformation
.



Let ✗
, ,
KEF and w , ,

WZEW . ④

We will show w v

that

Flaw .
+ azwz )

= at"(with
'

(a) ¢

Then
,
there exist

V
, ,VzEV where Tfw , )=V , and

T
- '

(wz) -_ V2 .

By deb of
inverse,

Tlv ,
)=w ,

and T( ✓2)
= Wz .

Thus,

TEX ,w ,
+ dzwz)=T /

2,1-(41+41741)

= 1-
"

( T(air , + and
)

☆ = 2.v.
+ air,

__at
"(w !

+
✗2T"(Y

É^Yi lt-ftcxy-xforallxc-V-P.IE



④Def Let V and W be

vector spaces over a
field F.

① An isomorphism between V

IW
is a Ii

nation

T : v → w
that is 1-1 and

onto .

T is l - l and
onton⇔⇔

② We say
that V

and W are

isomorphic ,
and write VIW,

if there
exists an

isomorphism

T : ✓
→ w between

them .



Notes This def is well-defined ④

by the following facts
that

one could
show :

① If T : ✓
→ w is an

isomorphism

then T
- ' :W→V is also

an

isomorphism .

Thus if
VI. W

then
WE V.

② If T
: ✓→ W

and S
: W→Z

are
both

isomorphisms ,
then

Sot : ✓
→ Z is an

isomorphism
2-

Thus if V -9W
and WIZ

then ✓ ≤ Z .É
= SCTCXI )



Let F- IR .
Let V=lR

≥

④
and W =P, ( IR)

-_{ atbxla.be/R}

Let T : lR2→P , (R) be

defined by 1- ( (a,b ))
= atbx

We will show
later that

T

is an
isomorphism .

P
,
( IR )1122

"

+
1,5 )
- •

1+5×2+1C- 2, 1)
•
-

a - 2.+ ×

↳ C-1,6 )
- • -1+6✗

2. (1,51--12,101-21-10
✗ = 24+5×1

T is showing that
Rhind PKIRI

are structurally the same .
The elements

are just notated
differently .



theorem: Let V and W be vector PSL
spaces over a field F

.
Suppose that

V is finite - dimensional and p={ Vyvz ,
.  

og Va }

is a basis for V
.

pa Let w , ,wz , . . , Wn EW .

① There exists a unique linear
transformation

T : V → w where TCV ; ) = Wi for

w

⇒ " .

-

this unique linear
transformation

is

given by the formula

Tfcihtczvztoootcnvn
) ) ( * )

= C
,

W
,

t Cz Wz t  e  oo t Cn Wn

j

② T given
above is an

isomorphism

iff pi = { w , ,Wz ,
. .

,
Wn } is a

basis for W ,

④ AMATO



pay
All linear transformations between

V and W are constructed as in

① above .

That is
,

if L : V → W

is a linear transformation ,
set

U
,

=L ( Vi ) for i  
= 1,3 .  " In

And then the formula for L is

L ( C
, Vit Cz Vat .

. . t Cn Vn )

= C
,

U
,

t Cz uz t . . .

t Cn Un

W

L
✓

,
o

- .
U I

÷ .

-
a .

④MLB
.



proof: pg

① Let T be defined by ( HI
.

£
That is ,

TCCN
,

t . . . tcnvn ) = C
,

w
,

t . . . tcnwn

for any Ci EF
.

Let 's show T is a
linear transformation

and TC Vil= wi for all i
.

Whyis ?

Let x
, y EV and d ,

SEF
.

Since B is a basis for V
,

we

can write X=

e
,

V
,

to . .

tenthand y = d
,

V
,

t . . .
tdnvn whereEi

,
di EF .

Then ,

T ( xx tfy )

=T( He , Vito
.  otenvn)t8(dint .

. . tdnvn ))

= TC He ,

t8dDYt
. .

. t &

entsdn
) Vn ) =

④MA



He ,t8dDYt. .
. t &entfdn ) Va ) pµ

ItIe
,

tsd , )w ,
tent Kent Sdn ) Wn

=

Le
,

W
,

t . . . t Len Wn

+ Sd ,
wite  not Sdn Wn

=L ( e
,

w
,

tie . ten wa )

+ 8 ( di wit . . .
tdnwnl

Et' LT ( e
,

Vit . . .
ten Vn )

+ ST ( div ,
tint dnvn )

=L Tcx ) t ST Cy )
.

So ,
T is linear ,

Also ,

Tlv , )=T( 1. Vito . Vet  into .vn/=/ew,=w ,

vn1=T( o.v.to
. t . .

.tl.vn/--lrwn--wn

So
,

T ( Vi )=Wi for all i .

ii.FM



Why is T unique ? pg

Suppose S : V -3 w is another €

linear transformation with S (

Vi
) =

wefor i  
=

1,2
, . .  y

N ,

Let x EV ,

Then ,
since B is a

basis to -
V

,

X =
C

,
V

,

t Czvz tie . t Cn Vn .

And ,

S ( x ) =

SCciVitCzVztiiitCnVnl-gg.s@ciSCviltczSCv.cltintcnSCvn1_ciWitCzVztii.t
Cn Wn

J

sky=①
=

TC9YtczVztintcnvn1fETCx7gd@SqS-TonV.So

,
T is the unique linear

transf .

with Thit-

- wi Hi

④ABB



¥;i÷÷÷¥⇒⇐
Suppose is

' is a basis for W
.

Let 's show that T defined by Ct )

is I - I and onto
,

and hence an
isomorphism

: Suppose Tcx ) =TCy ) for

Some
X

, y E V ,

Since p is a
basis for V

,

X = C
,

V
, t . . . t Cn Vn

and y =D
, Yt  n it dm

for Ci ,
di EF

.

Since T Cx ) = Tty ) , by def of Dwneaue

C
,

w
,

t . . . t Cn Wn = di wit , . . tdnwn

-
-

T Cy )
TC xD

S "
( c

,

- d
, ) w

,
t . . . . t ( Cn - dnt Wn = 8

By assumption , p
'

is a tin
.

ind .

set ,
so

0 = C
,

- d ,
= Cz - dz = .

. .  = Cn - dn

egg



pgSo
,

C
,

=D , , Ceda ,
. . . , Cn=dn ↳

and hence

X=c ,
V

,
t . . . tcnvn = di Vit .  - . tdnvn =y .

④ : We need to show RCT ) = W
.

By a previous them ,
since p={ Vyvz ,

" y
Vn }

spans V
,

we know RCTKspan@TCv.b. . . TW )
.

So ,

RCT ) = span ( { This . . . ,T( Vn ) } )

= span ( { Wig . . . , Wn } )

= W
.

→

E÷÷÷÷÷ so
.

tis onto
W

.

Thus ,
T is an isomorphism .

⑤ ⑥fM



¥ ) Now suppose T is an
Pg

isomorphism ,
ie I - I and onto .

⑥

Let 's show p
' is a basis for W

.

Since T is onto
,

RCT ) = W
.

Therefore ,

W -

- RCT ) = span ( { Tlv ,
)

, .  ,
That } )

= span ( { w , ,
. . . ,

Wn } )

So
, p

'
spans W

.

Is p
'

a lie
.

ind .

set ?

Suppose →

di w
,

ti . . . t dawn =

OwWhere di EF .

Since T is I - I and onto ,
T

'

exists and is linear ( from Monday )

and T
- '

( Wi ) = Vi for it ,
. . .

,
n

,

⑤⑥fB



pgSince T
"

is linear
, T

- '

CEw )=8v
. ↳

So
,

o→v=TYO→w) = Ttd, wit  cut dawn )

= d
,

T
' '

( w ,
) t . . .  it dnt

- '

( an )

=
d

,
V

,
t . .

.
.

tdnvn

Since p
-

- Ev , , , . .

,
rn } is a

basis

and 8
v

=D ,
Y to . .

t dnvn

we get d
,

= dz =  ice
= dn = O

.

Thus
, p

' is a 1in .

ind
.

set
.

Since if d
,

w ,
t . ..tdnWn=8w

then d
,

= Az = in = da = O
.

So
, p

'
is a basis for W .

BB
⑤



pg

Suppose L is a linear transformation
'd

and Ui =L ( Vi ) for i' 1,2 , " yn .

Then ,

L ( c
,

Vite . . . t Cn Vn )

= C
,

Lcr
,
) t . . . ten L Cvn )

§ = C
,

U
,

tic . ten Un
.

9i

Egg
⑤



FE Let V=lRˢ and W=lR
≥ ④

and F = IR .

Let's make a
linear transformation

T :
→ IR?

Step Pick
a
basis for V=R

?

Let's use the
standard basis

p={ ( II. ( ! )
. / % } = {virus

}
(from theorem

)

step Decide where p goes .

Pick :
1- (E) = (b)

= w '

1- (f) = (7)
= we

1- ( ? / = (J )
= w }

Input any vectors
here



✓ = 1123 W=R2 ④
'
( ! )-

• (7)

( H- (5)

(E)-
• (¥}% :)

Then in general for any
(E) c- 1133

we have
from the theorem

that

1-(E) =T( a. (
'

: / + b. (1)
+ c- ( Y ) )

= a. (b) +
b. (4) + c. (3)

wt wt ¥

= (
at 2b

- c

46+3c)

T will be a linear
transformation .



⑧E# ✓ = 1122

W =P, ( IR )
= {atbx / a. be IR}

Let's build a linear
transformation

between these
vector spaces .

Step: Pick
a basis

for V=lR?

Lets pick the
standard

basis p={ (b) , (9) }
.

Step
Choose where

each element

of 13 goes
.

✓ = R2 W=P, (B)
You can

send

them anywhere _

☐Define T.IR:1?4R1Y--
(b) •

where vi. (9) •
TC ! / =L

TCY / = ✗



There is only one way to
make ⑤

this linear transformation
.

And this is described
in Mondays

Theorem .

The reason is
as follows :

suppose we
have VEIR?

Then ✓ = ( %) where
a.
be IR .

So, to
define T on ✓ we

need

Tlv )=T( 8)

=T( a (b) +bit )

A- at (b) + btl ? /
In order

for Tlinearity = a
◦ I + b. ×

to be This is

= at bx what the

theorem
said

need also .



Thus the only linear transformation ⑧

T : 1R2→P, ( IR) where

1- (b) =L and 1- (9) = ×

is given by
the formula

1- (8) = atbx

"

"R '

(9)
- ◦ ×

(5)-
•
atbx

By Mondays
theorem this

is a

linear
transformation .

Furthermore ,
it is an

isomorphism

if and only if
{ 1
,
× } is a

basis for P , ( IR)
which it is

!

Thus, T
is an

isomorphism
and

EP, ( IR ) .



CE Let's consider the vector ⑥

spaces V=lR
"
and W=Mz

,
≥
( IR) .

Pick the standard
basis for V=lR

"

which is F- { (E) , (E) if :)
, / & )}

Let's create 1124 Mz,z( IR)

the linear T

transformation
where '
Tl:/ =L: :)

Tl:/ =( I :) > • ( il )

1-1%1=1%1
1- (E) =L: :)



The formula for such a linear transformation

is given by

1- (E)⇒ (4%+41)+4%+4;D
④

= atf ! / +btl :/ +at:/
+dt / ¥1

has ]

+ make
=a( ! :/ +4%1+48,0 )+d(

i :)
to
be trueTline!=(atbtd {¥ )as in

btd

theorem
from Mon .

Thus from Mon theorem

T : IR
"
→ Mz,z (

IR) given
by

1- ( Eg ) = (
atbtd

btd

btd
ctd )

is a
linear

transformation .



The theorem from Monday tells us ⑥
that T is an isomorphism

iff p'={ 1%1,1%1,1%1 , /
I :)}

is a basis
for 142,2 (R ) _

Mz ,z / IR)
IR
"

RCT)

"
I :) ._ • ( i :)

(E)-
a :)

Idea is : If 13
'

spans Mz, ≥
/ IR )
,
then

RCT ) = span ( p
' / = Muz ( IR) and

T

will be onto .

If in addition, B
'

isatin .
Ind .

set that will make

T one - to - one .



13
'
is actually not 1in

.

ind . ④
because a solution to the

equation

c. (
'

◦ 8)+4%1+94,7+4111=1%1
is

0.1%1+111.1+1.1 : :) -1.1111=1%1
Which shows p

' is a 1in .
dep .

set
.

So
,
T will not

be an

isomorpt.is?jedto,yoncouldsh#
If you w

that dim ( NCT ) )
= 1 by solving

1- (E) = (
atbtd {IG ) = ( ! :)
btd

By rank
- nullity

, 3 and so

É¥n
tdimlrcti )

" =

onto .



⑥
theorems Let V and W be

finite - dimensional
vector spaces over

a field F .

We have that VI W
if

and only if
dim ( V ) = dim (w )

.

pp.se
dim /v1 -_ dimlwl .

Then there
exist bases

B={ v. is , . . .in }
for V and

P'={ wywz ,
.

Wn} for
W

where n=
dim (V ) = dim (w )

.

↓



Construct the linear transformation ⑥
T : ✓ → w given as follows :

Given ✗ C- V
,
express ×

in terms

of the basis p
as follows :

✗ = Civet
Czvzt . . .

1- Cnvn

Then , as
in Mondays

thou, define

1- (x ) -_T(
c.V.

+cist . . .
tcnvn )

=
C
,
W ,

1- Czwzti
. - t Cnvvn

So
, p goes÷fto p !

Since

p
'
is a basis i.

for W , by
Vn •
→

• Wn

Men .

thm ,

T is
an

isomorphism .



(=D ) Suppose V and W are ④
isomorphic .

This means
there exists an

isomorphism T
: ✓→W .

So
,
T is a linear

transformation.

that is 1-1 and onto .

By HW,
because T

is l - l

we
know

that NCT)={
Er} .

V
W=R(T )

Because T

is onto

§
,
.

Ñw
we know ☐ ☐RCTKW .

By the
rank -

nullity
theorem,

dimfv / = din(
NCH )tdin(RCT ) )

= dim / { Er } /
+ dim ( W )

= Otdimcw / = dim (W )
.
☒



vector space over
a field F. If

dimcv )=n , then VI F
?

proof's Use the previous
theorem and

the

fact that dim
( FY = n = dim

(V1 .

¥¥Éfu☐É::::::;:::÷:
that is ,

1- (cistern . . .
+ c.vn/-- 4¥ )

is an isomorphism between V and
F?



④Some people use the term

" invertible
" instead of

" isomorphism
"

-


